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EDITORIAL

Innovations and Social Responsibilities of Scholarly Journals

Our journal (JoEMLS) has been continuously working on innovations, and dedicating to taking social responsibilities of academic societies. Insights from running scholarly journals could be flexibly applied to a wide range of areas, and our innovative management policies could contribute to scholarly publishing fields of various academic subjects. When readers, manuscript contributors and journal managers all have a comprehensive understanding of meanings and contents of journal management policies, it is beneficial to academic communication. In terms of organizational structures and editorial policies of scholarly journal publishing, all of the involved staff members are fundamental supporters, and the key to the success of an scholarly journal is a set of clear and comprehensive policies on journal organization and editing, which is also the baseline of various domestic and international scholarly journal ratings. However, at present, most chief editors and editorial board members in Taiwan focus only on the authoritative of related subject fields, and many journal management teams have overlooked the expertise of scholarly journal publishing, due to rapid personnel turnover and insufficient prerequisite knowledge and professional training of journal editing. Only when the expertise of academic editing, publishing and managing receives an equal attention as the authoritative of academic fields, can a scholarly journal have a continuous development and progress.

It is the 50th year of JoEMLS, which has built a solid foundation of scholarly journal publishing. Our several changes and measures of digital transformation regarding journal organization and editorial policies have been acknowledged and praised by many domain experts. Readers, manuscript contributors and journal managers from various subject fields have sent us mails for asking about issues regarding referencing formats, manuscript submitting, publishing and managing of scholarly journals. There have been several scholarly journals in Taiwan adopting the value-added services of academic communication created by our journal; however, it is a pity that the superficial measures might be observed and imitated, but the embedded meanings and essence cannot be easily understood and captured. Therefore, we look forward to engaging in information communication and sharing through our varied platforms of scholarly communication. It not only helps permanently preserve the experiences, but also facilitates the goal of sharing accumulated knowledge and thoughts of scholarly publishing and managing among a comprehensive academic research society. It is expected to
accumulate more powerful academic energy and bring about deeper influences on issue development of scholarly journal publishing and future studies on academic development in Taiwan. We have been constantly sharing new concepts regarding scholarly publishing, managing and editorial practices of JoEMLS, actively developing diverse application modules for innovative publishing, and providing a platform for other academic journal management teams to observe and learn. We also expect to meet the publication knowledge needs of the academic research community, to attend to the development of scholarly journals, and to promote correct and positive ideas and policies of journal management. We would like to become the bridge between any public-funded journal evaluation systems and editorial teams of journals, to facilitate the collaborations between these two groups. We aim to further help improve the academic productivity in Taiwan, build a quality environment of scholarly publishing, and contribute to the journal publishing and management in the research community of Chinese language societies of the world.

In Taiwan, these has not yet been any learned societies or associations like Council of Science Editors or Committee on Publication Ethics, for gathering scholarly journal publishing peers, providing academic services and professional consulting, and acting as a platform for communicating with domestic and international groups. However, a continuous and quality environment for scholarly journal publishing requires a set of “systemized” editorial works, leading chief editors to adopt correct and appropriate measures, for enhancing the overall quality of journal manuscripts and for providing comprehensive and useful advice on editorial work. Temporal expedients would never solve the true problems. To achieve the goals mentioned above, scholarly journal managers in Taiwan should reach a consensus, and work together to form a collaborative alliance of journals, and gradually expand its influence to set up a professional consortium. A mechanism like this will help and guide more journal publishing units to be equipped with sufficient capabilities for enhancing the publishing quality in their subject fields. It will also provide references for more scholarly journal publishers and invoke discussions. It is truly beneficial to the scholarly publishing environment.

Our journal has provided explanations on “Acting Together to Promote Innovation and Creativity in JoEMLS” in our Volume 55, Issue 2 (July 2018), and we have already realize these changes step by step. In the beginning of this Volume 57 Issue 1 (March 2020), we introduce our brand new design of web pages, and we also try to meet the browsing needs of various devices in our electronic version for reading on smart phones. The responsive web information is highlighted. We also demonstrate our passion for providing academic services
through our Facebook Fan Page, and the Cite2Style (https://cite2style.blog/), a website for introducing and recommending references styles of academic writing. As to the Open Peer Review (OPR) system, which was launched in JoEMLS of 2019, among the 13 articles of three volumes in 2019 (56-2, 56-3, 57-1), authors and reviewers of eight manuscripts have agreed on making the review comments open. We have produced six general reports on OPR, with an additional individual report. In almost every issue, we worked hard to encourage part of our authors and reviewers to agree on OPR. At present, we adopt several flexible and combination modes, including anonymous, non-anonymous, comment disclosure, and comment partial disclosure, to realize the ideal of OPR step by step. In the long run, we look forward to seeing the OPR system in full operation.

In this Issue1 of Volume 57, we have accepted four manuscripts and rejected five, with a rejection rate of 55.6%. Several manuscripts are still in the review process. The four manuscripts published in this issue include “Study on Library and Information Science Master Alumni Employment and Master Program Value at Taiwan” by Mei-Ling Wang and Jing-Yu Chang; “A Study on MARC21 Transformation and Application for Linked Data” by Ya-Ning Chen and Dar-Maw Wen; “Follow-Up Study of Inquiry-Based Integrated Information Literacy Curriculum in Junior-High Schools Level” by Lin Ching Chen, and “The Feasibility of Automated Topic Analysis: An Empirical Evaluation of Deep Learning Techniques Applied to Skew-Distributed Chinese Text Classification” by Yuen-Hsien Tseng. We would like to thank these scholars for their excellent contribution and generous permission for making the peer review’s comments and rebuttal open.

Jeong-Yeou Chiu

JoEMLS Chief Editor
Study on Library and Information Science Master Alumni Employment and Master Program Value at Taiwan

Mei-Ling Wang\textsuperscript{a}\textsuperscript{*} Jing-Yu Chang\textsuperscript{b}

Abstract

This article discusses the employment status of the LIS master graduates and evaluates the value of the master programs in Taiwan. The study adopted survey method, from April 24 to May 31, 2018 and sent the questionnaires to master graduates from the six LIS master's programs graduated during the period of 2011-2018. A total of 495 questionnaires were sent, and 182 responses were collected with a response rate of 36.36%. This study constructed competency model consisting of five dimensions with 27 indicators assessing the work application of graduates. The study shows that the employment market of LIS master graduates at Taiwan has changed, with library workers accounting for 50.5% and graduate employment has expanded to more information institutions. Overall, LIS graduates rated program provision of knowledge and skills with score 3.87 (Likert 5 points), and most highly in the following areas: research and planning, personal management, information skills, and LIS foundation and service knowledge. The overall satisfaction of graduate work is 3.66, and the satisfaction of library work graduates is higher than that of non-library institutions. The overall satisfaction of the graduates in the evaluation of the master programs is 4.15, and the overall agreement of the graduates on the value of the master’s program is 3.89. The value of the LIS master programs in Taiwan is related to the master program satisfaction, competency application in work and job satisfaction.

Keywords: Library and information science education, Employment survey, Master programs evaluation, Job satisfaction, Outcome evaluation, Taiwan
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SUMMARY

Introduction

Library and information education is the main way to train library and information professionals, promote library and information science research, and improve library and information agency services. The Master of Library and Information Science (MLIS) education is a form of education in which higher education trains professionals to help learners acquire their abilities of professional practice and behavior. There are currently 6 MLIS programs in Taiwan, including the Department of Library and Information Science of National Taiwan University, the Institute of Library and Information Science of National Taiwan Normal University, the Institute of Library, Information and Archival Studies of National Chengchi University, the Institute of Library and Information Science of National Zhongxing University, Tamkang University Institute of Information and Library Science, and Institute of Library and Information Science at Fu Jen University.

The job market for library and information science graduates has changed in recent years. In addition to library work, graduates of library and information science have also discovered jobs opportunities outside the library. All MLIS programs have potential to expand or reinvent themselves but lacks core values and long-term strategies. They have not yet developed an education system that supplies various topics to information service professionals in accordance with the market needs of the online information society. Chang (2008) pointed out that an imbalance occurred between the supply of library and information science education and the job market. The purpose of this study is to discuss an evaluation of MLIS programs with a focus on the graduates, and to explore the application of professional knowledge and ability and the evaluation of the master’s degree after graduation.

Methods

This research is designed to explore the employment survey and evaluation of graduates in order to provide information for improving the master’s programs. The main research purposes include: 1. Discuss the employment status, professional knowledge and job satisfaction of graduates of the Master of Science in Library and Information Science in Taiwan; 2. Exploring the satisfaction and value of graduates towards the master’s degree; 3. Explore the correlation between graduate employment knowledge and the education value of master’s programs; and 4. Discuss the differences of graduates’ masters of library and information science education value from different universities. In this study, a questionnaire was used to construct a review model for the master’s degree in
library and information science with references to relevant literature. This study focused on the graduates who graduates from one of the six MLIS programs in Taiwan from 2011 to 2018. The questionnaire used the Likert five-point scale and had two parts, graduate employment and employment value evaluation of the master’s programs.

According to the above research purposes, this study proposes the following hypotheses:

\( H_1 \): The degree of competency application at graduates’ work is related how much they value the MLIS education.

\( H_2 \): Job satisfaction is related to the educational value of the master’s program.

\( H_3 \): The degree satisfaction is related to the educational value of the master’s program.

\( H_4 \): The perceived value of MLIS education, competency application in work and job satisfaction of different working institutions (library and non-library) are different.

\( H_5 \): The perceived value of MLIS education, competency application in work, job satisfaction and job satisfaction of graduates from different schools are different.

**Results**

A total of 495 questionnaires were sent and 182 responses were collected with a response rate of 36.36%. For the basic information of the responders, there were more women than men. Most participants were 20-30 years old, accounting for about 50%. The distribution of seniority was more than average, but about 80% of the respondents had less than 10 years. The ratio of respondents with an undergraduate degree in library and information science and those without was 1:1. That indicated that the number of non-books and information science college students attending the library and information science master’s programs has increased. The respondents were graduates from the past seven years and most of whom have ten years of experience.

Regarding the employment status of graduates of Library and Information Science, 169 of the 182 subjects were employed, with an employment rate of 92.9%. This study showed that library and information science graduates working in libraries accounted for 50.5%. Comparing with 67% from the study by Ko and Wang (2007), less graduates worked in libraries. MLIS graduates learned what they could apply at work from the master’s programs. This study used 27 indicators for five aspects of professional knowledge. The average score of the subjects was 3.87 which indicate that the knowledge that graduates
learned from the master’s programs has not reached a high degree of agreement at work. Graduates from different working environment had different views on the education value of the master’s degree in library and information science. Comparing library work graduates and non-library work graduates, the application of competencies and job satisfaction in MLIS programs, library work graduates are more positive; there is no difference in salary and job satisfaction between the two.

This study used correlation analysis to verify \( H_1 \sim H_5 \) research hypothesis and showed that the “Perceived Value of MLIS Education” was significantly correlated to “Competency application,” “Job Satisfaction,” and “Master Program Satisfaction.” The highest correlation of job satisfaction was 0.653, which was close to high correlation. The degree of job satisfaction of graduates was highly correlated with the learned job application, see Table 1.

Table 1  Correlation between the Perceived Value of MLIS Education, the Competency Application in Work, Job Satisfaction and the Satisfaction of Master’s Programs

<table>
<thead>
<tr>
<th></th>
<th>Intellectual application</th>
<th>Job satisfaction</th>
<th>Master program satisfaction</th>
<th>Master program education value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competency application</td>
<td>1</td>
<td>0.561**</td>
<td>0.552**</td>
<td>0.549**</td>
</tr>
<tr>
<td>Job satisfaction</td>
<td>0.561**</td>
<td>1</td>
<td>0.423**</td>
<td>0.653**</td>
</tr>
<tr>
<td>Master program satisfaction</td>
<td>0.552**</td>
<td>0.423**</td>
<td>1</td>
<td>0.502**</td>
</tr>
<tr>
<td>Master program education value</td>
<td>0.549**</td>
<td>0.653**</td>
<td>0.502**</td>
<td>1</td>
</tr>
</tbody>
</table>

\( **p < .01 \)

Conclusions and Suggestions

This study explored the employment status of graduates of Library and Information Science and the views on the educational value of the master’s program, and put forward suggestions. This study showed that the job market for MLIS graduates has changed and expanded to more information institutions. Masters of graduates agreed that professional competency could be applied to work but they were not highly satisfied, and that library work graduates more than non-library work graduates have high job satisfaction. The Graduates were satisfied with the quality of the master’s program and affirmed the value of the master’s program. The acquired knowledge could be applied at work and could help to have good job performance.

This study showed that the “perceived value of MLIS programs” was highly correlated with the “competency application,” “work satisfaction,” and “satisfaction of the master’s program,” showing the competency application in work, job satisfaction, and satisfaction with the master’s program. The three factors that affected the value of the master’s program education. Therefore, the MLIS programs in Taiwan should pay attention to the design of course content in the future in order to improve the quality of MLIS programs, attach close links.
with libraries and information institutions, and pay attention to the diversity of
the job market and employability requirements, and help graduates to effectively
apply professional competencies to work to improve work satisfaction.
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A Study on MARC21 Transformation and Application for Linked Data

Ya-Ning Chen\textsuperscript{a*} Dar-maw Wen\textsuperscript{b}

Abstract

MARC has been accepted as a standard format for information interchange in libraries for decades. Owing to the outdated format, MARC is unknown and unused outside of libraries. Moving to the era of semantic web, the technology of linked data (LD) is regarded as a new approach to deconstruct library bibliographic data (LBD) into LD for libraries. It is deserved to examine what approach has been adopted to extend MARC into LD and its potential benefits. This study has analyzed MARC proposals and discussion papers related to LD as a basis to investigate what changes have been approved for MARC since 2006 of the LD initiative. Furthermore, eight use cases selected from two MARC records and an instance of one MARC proposal respectively were employed to address how MARC changes have been transformed MARC-based LBD into LD in practice by combining classes and properties of BIBFRAME and RDA bibliographic ontology. Consequently, it reveals that RDF’s triplification has been integrated as part of MARC successfully. Therefore, MARC is not only a standard for communication and representation of bibliographic and related information, but also one for LD in libraries. Related issues to fundamental definition of bibliographic entity defined in MARC proposals for LD have also discussed.

Keywords: MARC, Linked data, BIBFRAME, RDA ontology, RDFization

SUMMARY

Introduction

MAchine Readable Cataloging (MARC) has been adopted as an international standard for information organization, especially for exchanging and sharing information between library automated systems. As information heads increasingly towards cyberization and digitization, search engines have become an essential tool for finding networked information resources on the Internet. Owing to an outdated format, MARC is not known in non-library domains and sectors. Most MARC-based information are embedded in proprietary library automated systems exists as an information silo owing to the isolation from coverage of
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search engines (Lagace, 2014). On the other hand, Linked Data (LD), initiated by Tim Berners-Lee (2006), has been used as an approach to transform a web of documents into a web of data through URI naming and linking with related resources in an open networked environment. According to the investigation of Linked Open Data Cloud, “bibliography of publications” is one of the categories and shows the significance of library bibliographic information in the domain of LD. However, LD has gained attention from libraries to transform legacy library data into LD and explore its potential applications through the adoption of LD related technologies and tools.

Basically LD is data centric for data design (Di Noia et al., 2016). One of the key points of LD is to employ ontology as a basis for data modeling to delineate the relationships between individual LD (Hyland et al., 2014; Hyland & Villazón-Terrazas, 2011). It is encouraged to reuse existing authoritative vocabularies that are in widespread usage to describe common types of data (Villazón-Terrazas et al., 2011). Although the Functional Requirements for Bibliographic Records (FRBR) and the Bibliographic Framework (BIBFRAME) are conceptual models, actually they are regarded as ontologies for libraries in practice. For example, the National Library and Archive of IRAN (NLAI; Eslami & Vaghefzadeh, 2013), Biblioteca Nacional de España (BNE; Vila-Suero & Gómez-Pérez, 2013; Vila-Suero et al., 2012) and Bibliothèque nationale de France (2018) have used FRBR as an ontology for LD transformation, whereas cases of Linked Data for Production (LD4P) have employed BIBFRAME as an ontology to address issues related to LD transformation. Furthermore, vocabularies and their relationships of BIBFRAME and RDA ontology have been assigned URI maintained by the LC and RDA Registry, respectively. Therefore, these two bibliographic ontologies FRBR and BIBFRAME both have conformed to the requirements of ontology defined by Berners-Lee et al. (2001) for the semantic web.

There is no doubt that MARC is still employed to organize information by many library automated systems around the world. As a matter of fact, libraries have encountered the hybrid requirements for MARC and LD at the same time. Meaning that libraries must not only transform MARC into LD, but also include external LD resources into library automated systems to migrate user’s information navigation into LD driven resource discovery. It is of interest to know what changes have made to MARC and their applications in practice in accordance with the aforementioned hybrid requirements for inclusion of LD.

**Literature Review**

Totally 18 MARC documents (14 proposals and four discussion papers) published since the term LD was coined in 2006 were selected to investigate the revisions of MARC for LD implemented applications, including subfields $0,
Furthermore, in this study, we checked against two online documents (MARC21 Format for Bibliographic Data (MFBD) and MARC21 Format for Authority Data (MFAD) to collate related MARC subfields and tags for LD applications.

**Methodology**

First, MFBD and MFAD were selected as target subjects to examine how MARC implements related LD subfields and tags in practice. Then RDF triplification was performed for MARC. In other words, subfield a of tag 245 in MFBD and subfield a of tag 110 in MFAD were regarded as the subject of RDF, $4 was regarded as the predicate of RDF, and $0 or $1 both of MFBD and MFAD were regarded as the object of RDF. Conversely, $0 or $1 both of MFBD and MFAD were regarded as the subject of RDF, subfield a of tag 245 in MFBD and subfield a of tag 110 in MFAD as the object of RDF, and $4 still as the predicate of RDF. Third, vocabularies defined by BIBFRAME and RDA ontology were used as the predicate of RDF during transforming MARC to LD. Eight use cases derived from two MFBD records offered by the University of Michigan Ann Arbor Library and the University of Pennsylvania Libraries WebPACs, as well as instances of the aforementioned MARC documents addressed in the literature review section were employed to investigate how $0, $1, $2, $4, $e, $i and tag 758 were used to extend MARC to LD in detail. The eight use cases included the following relationships: authorship, work’s uniform title, publisher, content/media/carryer, translator, subject, instance/manifestation, and organization and individual person. Lastly, each use case was provided with a summarized table to illustrate the distinction between the original MARC and RDFized MARC instance with vocabularies of selected bibliographic ontology (i.e., BIBFRAME and RDA ontology) in accordance with RDF’s triple statement and their RDF graphs respectively.

**Discussion**

MARC is addressed from the following perspectives:

- In terms of LD linkage, MARC can be enriched through by internal enrichment to aggregate external LD resources.
- In terms of information exchange, MARC21 is not only a format for information interchange and sharing, but also an exchange format for sharing MARC-based LD information between library automated systems.
- In terms of application of ontology, MARC21 has become a data container of bibliographic ontology (such as BIBFRAME and RDA ontology), and is also a carrier to reify bibliographic ontology into practice.
- In terms of use cases, one of RDF’s triplification approaches was used by MARC, that is, subfield a of tag 245 in MFBD and subfield a of tag...
110 in MFAD are regarded as the subject of RDF, and $0$ or $1$ both of MFBD and MFAD as the object of RDF. On the contrary, it will be worth knowing whether the opposite RDF’ triplification approach and syntax (i.e., $0$ or $1$ both of MFBD and MFAD are regarded as RDF’s subject, and subfield a of tag 245 in MFBD and subfield a of tag 110 in MFAD as RDF’s object) is a workable approach for MARC in the future.

- According to examination of eight use cases in this study, the ‘bibliographic entity’ of subfield a of tag 245 in MFBD has stood for various entities including work and instance in BIBFRAME, or work, expression and manifestation in RDA ontology. It has revealed there is a need for a reasonable definition for subfield a of tag 245 in MFBD when libraries adopt LD related MARC subfields and tags. In terms of structure of BIBFRAME and RDA ontology, it often needs more than two RDF triples statements to complete the semantic relationships between two individual LD resources. According to the illustration of eight use cases, one may find that MARC has employed one RDF triple statement to delineate the semantic relationships rather than a complete set of RDF triples, for example the relationships between BIBFRAME’s instance/RDA’s manifestation and publisher. Indeed a practical guideline is needed to direct libraries about how to select the appropriate BIBFRAME or RDA vocabularies to build up the semantic relationships between LD resources.

**Conclusion**

According to an analysis of MARC proposals and discussion papers focused on LD and eight use cases, it can be seen that related MARC subfields and tags have been revised to integrate the RDF data model and syntax. Thus external LD resources can be aggregated into part of MARC by enrichment. Furthermore, MARC is not only an international format for sharing bibliographic information, but also a container for exchanging MARC-based LD information in libraries. It would be interesting to know whether RDF-based MARC subfields and tags will be applied to other ontologies in addition to BIBFRAME and RDA ontology.
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Abstract

The purpose of this study was to follow up the experiences and performance of junior high students who received the elementary inquiry-based integrated information literacy curriculum for six years. Furthermore, how this curriculum was implemented in junior high schools was another focus for this study. A longitudinal research method was used to gather data from 30 subjects for one and half years since 7th to 8th grades. The instruments included information literacy follow-up surveys for students and teachers, interview questions, and feedback from parents. Data was gathered through in-depth interviews, focus group interviews, surveys, and document analysis. The results showed that regardless of prior academic achievements, most students continuously applied the learned information literacy in learning and living of the junior high school level. However, the elementary inquiry-based integrated information literacy curriculum was not practiced well in the junior high schools, in the aspects of library literacy, media literacy, and inquiry learning. They were not deeply integrated into the curricula at the junior high school level.
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SUMMARY

Introduction

Information literacy encompasses both the inquiry process and multiple literacies of library, media and computer. Information literacy instruction should start in elementary schools, then systematically be implemented through the secondary level, then to higher education. It had better be integrated across the contexts of school curriculum using inquiry-based learning, so that students can internalize information literacy (Chen et al., 2017; Chu et al., 2011; Kuhlthau et al., 2012). Furthermore, studies find that students of different academic
achievements may perform differently in integrated information literacy instruction (Chen et al., 2017; Ben-David & Zohar, 2009; Cuevas et al., 2005). However, most related studies are conducted in a short term and few research investigates the effects of information literacy instruction in a longer period of time. Therefore, the real effects of information literacy on student’s performance are still not clear yet.

Chen and Chen (2019) completed a six-year research project of integrating information literacy into elementary instruction using the Super3 and Big6 inquiry models in an elementary school. The researchers are curious about how these elementary-school graduates, who have received the inquiry-based integrated information literacy curriculum for the past six years will perform at the junior high school level. Will information literacy help them become better problem solvers compared to their peers? What are their experiences of using information? What are the teachers’ opinions about these subjects’ performance? Furthermore, how is the inquiry-based integrated information literacy curriculum implemented at the junior high school level? Are there any problems needed to be addressed? The above questions are worth conducting further investigation.

**Methods**

This study used a longitudinal research method to gather data from 30 subjects; that is, the data were collected over an extended period of time (Cohen et al., 2007). The criteria choosing the subjects included the completeness of the six-year data in the elementary school level, and their desire to participate in the follow-up study in their junior high school years. Of the 30 subjects, 8 low-, 8 medium-, and 14 high-academic achievement students participated in this study. Started in the 7th grade they were interviewed and answered surveys twice for one and a half years. Besides the student subjects, 31 junior high school teachers and 3 elementary school information literacy teachers were also interviewed and answered the surveys one or twice.

The instruments included information literacy follow-up surveys for students and teachers, interview questions, and feedback from parents. Student subjects were asked to evaluate their own 15 information literacy competencies on a 5-point scale in the survey. Both junior high and elementary school teachers evaluated the subjects’ competencies too.

Data was gathered through in-depth interviews, focus group interviews, surveys, and document analysis. All qualitative data were organized, coded, reviewed and analyzed multiple times. The quantitative data were analyzed using descriptive statistics.
Results

Experiences and Performance of Integrating Information Literacy into Junior-High Schools Learning

According to the survey results, the average scores of students’ information literacy competencies evaluated by the 30 students themselves twice were 3.49 and 3.69 respectively, which were above the normal level. The elementary school teachers gave the students a higher average score (3.96), which was near the good level and meant that they had strong confidence in the subjects. However, the first average score given by the junior high school teachers was low (2.73); the second one was higher (3.28). The reason for such a difference between the two scores was that teachers did not understand the information literacy concept in the beginning. Then, through communicating with elementary school information literacy teachers, their own close observation of student’s performance, and researcher’s explanation, the junior high school teachers gradually understood the essence of information literacy.

Based on the elementary academic achievement levels, the researcher selected one to two subjects from the low, medium and high groups, to investigate their learning experiences of using information literacy at the junior high school level.

Low academic achievement group: No. S0-7

When in elementary lower-grade, S0-7 didn’t have confidence and her academic achievement was behind peers due to learning Chinese phonics late; until fifth grade, her academic performance gradually improved (S0-7 elementary teacher interview). The average information literacy scores given by her elementary and junior high school teachers (twice) were 3.4, 3.67 and 3.8, which were close to the good level. Her own evaluation scores were 3.1 and 4.2 in grades 7th and 8th respectively, which meant that S0-7 gained self-confidence on learning. In an interview in 8th grade, S0-7 said that her geography was weak because the concepts were hard to understand; she overcame these problems through using the strategies of drawing concept maps and taking notes in detail, which she learned in the elementary information literacy courses (S0-7 interview). Her geography teacher gave excellent grades for her concept map and notes assignments.

Medium academic achievement group: S1-11

Her elementary teacher described her as a student with strong learning motivation and good reading habits; she was awarded the best orator in the 6th-grade debate (S1-11 elementary teacher interview). Her mother said she was interested in all inquiry projects designed in the elementary information literacy curriculum (S1-11 parent feedback). However, after becoming a junior
high student, inquiry projects were seldom conducted in curriculum; yet, S1-11 continued her interest in inquiry. She listed many subject-related inquiry topics in the survey like “stem cell” in biology, “Confucius influences” in Chinese, etc. (S1-11 survey). She also listed 8 useful experiences of using information: drawing concept maps, selecting suitable information seeking strategies, note-taking, comparing information, proposing critics, using reading strategies, integrating information with concept maps, and reflection. The junior high school teacher commended that S1-11 was one of the top three students in the class without going to a cram school, owing to these competencies and dispositions (S1-11 junior high teacher interview).

**High academic achievement group**

**No. S2-26**

Regardless of the elementary and junior high school teachers, they all were impressed by S2-26’s competencies and attitude of using information literacy. She took good notes, arranged things logically, liked to try new learning strategies, and had good reflection ability. The junior high teacher identified S2-26’s six learning advantages including using resources in the library, asking good questions, taking notes, selecting & integrating information, and problem solving (S2-26 teacher survey).

**No. S2-17**

Though S2-17 performed well in the elementary lower-grade, she was used to reciting information, rather than employing information literacy competencies. However, after becoming an 8th grader, she expressed in the survey that she studied hard but still couldn’t understand main ideas in texts (S2-17 survey). Her junior high teacher noted that she seldom used concept maps because she thought it was an extra homework. S2-17 depended on the scaffolding given by teachers, instead of using independent learning competencies she learned in the elementary school.

In sum, regardless of students’ prior academic achievements, if they would like to employ the learned information literacy continuously, all of them can become effective learners at the junior high school level.

**Implementation of the Inquiry-Based Integrated Information Literacy Curriculum in Junior High Schools**

According to the collected data, the elementary inquiry-based integrated information literacy curriculum was not practiced well in the junior high schools. We can discuss this issue from the following three aspects.

**Little library literacy has been infused into junior high school curriculum**

Both public and private junior high schools, the library resources were not sufficient nor comprehensive. Library resources and library instruction were seldom infused into school curriculum. Most school libraries were busy with
conducting a variety of promotion activities, such as book fairs, reading reports, searching contests etc., which were one-shot experiences, rather than inquiry-based learning with meaningful interactions with the resources.

**Visual & media literacy were seldom taught**

Newspaper and television channels have been introduced to junior high schools recently. However, the abilities and attitudes of critically consuming and producing information were not taught in the school instruction.

**Inquiry learning was rarely implemented**

Many students noted in the survey that they hoped for more inquiry projects that could be developed in the junior high curriculum in order to deepen their subject content learning. But teachers teaching fast and students going to cram schools were two popular conditions in junior high schools in Taiwan. Therefore, inquiry learning was rarely implemented in class.

**Conclusion**

If inquiry-based integrated information literacy curriculum can be implemented systematically in elementary schools, students internalize information literacy gradually. Then when the students enter junior high schools, they most would apply information literacy in their learning and daily lives. Despite of their prior academic performance, most students can overcome problems in subject content and learning performance using information literacy competencies. These competencies include concept mapping, note-taking, searching information, asking relevant questions, integrating various perspectives, and self-reflection.
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Introduction

Deep learning (DL) is a class of machine learning (ML) algorithms that use multiple layers of connected nonlinear processing units inspired by neural networks in the human brain (LeCun et al., 2015). The characteristics that distinguish DL from traditional ML is that DL techniques can automatically learn the knowledge representation features, either spatial or temporal, needed for a task. In recent years, DL techniques have been successfully applied to such areas as speech recognition, computer vision (Russakovsky et al., 2015), and natural language processing (Devlin et al., 2019). The success of DL in end-to-end applications can be attributed to the breakthrough of learning algorithms, feature representation (e.g., word embedding [Mikolov, Sutskever, et al., 2013]), and network architectures (e.g., convolutional neural networks, or CNN [Alex et al., 2012], recurrent neural networks, or RNN [Hochreiter & Schmidhuber, 1997], and transformers [Vaswani et al., 2017]). Many fields have attempted to apply DL to better deal with traditional tasks or to innovate new applications.

Text classification (TC) is the task of assigning predefined labels (or categories) to texts or documents for data analysis/mining, information browsing/searching, knowledge organization/management, and many others. A number of studies have applied deep learning to text classification (Chen & Lee, 2017; Lai et al., 2015; X. Zhang et al., 2015). Most studies have evaluated their approaches on datasets with relatively balanced document distribution, that is, the number of documents for each category is fairly even (X. Zhang et al., 2015). However, in real-world cases, texts often follow Zipf’s law: the distribution of the frequencies of terms is highly skewed, as is the distribution of the documents to the categories to which they belong. In other words, most documents belong to a few categories, and most categories have very few documents. A good machine classifier should correctly predict a document’s category not just for a few large categories, but also for many more small categories with limited training data in the same TC task.

The problem of correct prediction for small categories is challenging and is a long-standing issue in TC study. As DL has been successfully applied to many tasks, even better than humans in some cases, the question that follows is: can the emerging DL techniques solve this problem better than traditional methods to the extent that automated topic analysis with minimal human involvement becomes feasible. To answer this question, in this study we compared the performance of four off-the-shelf DL methods with four traditional machine learning techniques on five skew-distributed datasets.

In library science, this is an important question to answer, as information organization and topic analysis is one of the main technical services in library/
institute practices. In this age of the resurgence of Artificial Intelligence (AI), whether the recent techniques are mature enough to augment human power to an unprecedented level is worth examining and exploring. Therefore, this study is not technique-oriented (i.e., it does not aim to devise more advanced methods for further performance improvement), but rather, it examines existing tools to test their capability for immediate application.

The rest of the paper is organized as follows: The next section briefly reviews related work to further motivate this study. Section 3 clarifies the research questions and possible contributions of this work. Section 4 introduces the machine learning methods for performance comparison. In Section 5, the five real-world corpora for text classification are described. Section 6 details the experiment results. The conclusions are summarized in the final section.

Related Work

Automated text classification has been studied for decades. This section reviews some representative studies based on both the traditional ML and the DL methods. Because there is a huge body of literature on automated text classification, including research issues on document representation, feature selection, classifier construction, parameter tuning, evaluation metrics, and various applications (e.g., classification by topic, source, language, emotion, spam, etc.), our emphasis is only on those studies which experimented on topical classification for skewed datasets.

In the late 1990s, various text classifiers were proposed. Many different studies experimented on datasets of different variations, leading to slightly inconsistent conclusions. Y. Yang and Liu (1999), therefore, compared the effectiveness of five classifiers, namely SVM (Support Vector Machine), kNN (k-Nearest Neighbors), Linear Least Square Fit (LLSF), Neural Networks (NNet), and Naïve Bayes (NB), based on the real-world (skew-distributed) Reuters-21578 dataset (described later), with the results verified by a statistical significance test. Their experiments showed that SVM, kNN, and LLSF significantly outperformed NNet and NB when the number of positive training instances per category was small (less than 10), and that all the methods performed comparably when the categories were sufficiently common (over 300 instances). Therefore, a genuinely effective text classifier should perform well for categories no matter whether there are sufficient positive examples or not.

Lewis et al. (2004) extensively described a new large Reuters dataset called RCV1-v2 for text categorization research. The RCV1-v2 dataset\(^1\) contains
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804,414 documents which were split into 23,149 training documents and 781,265 test documents (this split is called the LYRL2004 split). There are in total 103 topic categories, the distributions of which are extremely skewed: the largest category has 374,316 texts while the smallest has only five. The authors benchmarked the dataset with SVM, kNN, and Rocchio classifiers and confirmed the findings of past studies: SVM is dominant, kNN is competitive, and the Rocchio algorithm is only plausible. The best SVM performance was 81.6% for MicroF and 60.7% for MacroF (these metrics will be described later). It is noted that the MacroF value is lower than the MicroF value, meaning that many small categories were not classified well, compared to the large categories. The authors did not particularly study the skewed category problem, that is, they did not try to improve the MacroF for this dataset.

The review paper of Sebastiani (2002) summarized the TC studies around 2000. He pointed out that the evaluation of text classifiers is typically conducted experimentally, rather than analytically, due to its subjective characteristics. Therefore, the more datasets (with diverse domains) that are used in TC experiments, the more reliable and consistent the insights drawn from the experiments will be. This can be observed when sentiment analysis was studied, beginning in 2002 (Pang et al., 2002; Turney, 2002), an increasing number of datasets for sentiment analysis (most from Twitter) were made publicly available. There were at least nine by 2013, as described by Saif et al. (2013). However, these sentiment datasets have few categories, normally only three: positive, negative, and neutral. Even with so few categories, Pang et al. (2002) still stated that “studying the effect of skewed class distributions was out of the scope of this study,” which confirms that skew-distributed TC is another issue that needs to be addressed in addition to those mentioned earlier (such as feature extraction, parameter tuning, etc.).

In addition to Reuters datasets, there are only a few commonly used datasets for topic-based TC study. Sebastiani (2002) introduced only three more datasets: one is proprietary (the AP collection)\(^2\), and the other two are publicly available. These two public datasets are described as follows: 1. OHSUMED\(^3\) is a set of 348,566 bibliographic records from 270 medical journals over a 5-year period (1987-1991) from the online medical information database MEDLINE. The available fields are title, abstract, MeSH indexing terms, author, source, and publication type. The categories are the MeSH terms or the clusters of MeSH terms under certain diseases, depending on how researchers use this dataset.

\(^2\) Details of the AP collection can be found at: http://www.daviddlew.com/resources/testcollections/trecap/, accessed on 2020/02/18.

\(^3\) OHSUMED is available at: https://trec.nist.gov/data/t9_filtering.html, accessed on 2020/02/18.
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Tseng: The Feasibility of Automated Topic Analysis: (Joachims, 1998). 2. The 20 newsgroups (20NG)\(^4\) contains messages posted to 20 Usenet newsgroups. Each group has about 1,000 texts and thus there are a total of approximately 20,000 texts, which make it a balanced dataset. Considering the characteristics of these datasets, it can be seen that there are insufficient real-world datasets for experiments on skew-distributed TC tasks.

With the resurgence of AI research momentum (more data and more computation power have become easily accessible), various DL techniques equipped with pre-trained word embedding, sequence recognition, and attention mechanisms for semantic understanding have been proposed for better performance in various TC-related tasks. Example DL techniques include CNN, RCNN, fastText, and BERT, as described below.

Johnson and Zhang (2015) proposed Convolutional Neural Networks (CNN) for sentiment prediction of movie reviews (dataset name: IMDB), Amazon’s electronic product reviews (dataset name: Elec), and for topical classification of news (dataset name: RCV1-v2). They reported the error rates (number of texts with incorrect category prediction divided by the total number of texts) for these three datasets. Additionally, they reported MicroF and MacroF measures for RCV1-v2 with 84.0% and 64.8%, respectively. This performance is obviously better than that of Lewis et al.’s (2004) results mentioned above. Therefore, CNN is a strong classifier that is worth testing on more topic-based TC tasks in different domains.

Lai et al. (2015) proposed Recurrent Convolutional Neural Networks (RCNN) and experimented with this new approach on four datasets, namely, 20NG for topical discussion group classification, the Fudan set for Chinese TC with 20 topical categories, the ACL Anthology Network for the prediction of five native languages of the authors of scientific papers, and the Stanford Sentiment Treebank for predicting five sentiment levels for movie reviews. Although they do not report the skewedness of these datasets, their use of accuracy (number of correctly classified texts divided by number of all texts) as the main performance metric (for the last three datasets) suggests that the datasets are balanced (otherwise the use of accuracy would be an improper measure). They did use MacroF for the 20NG, which is a balanced dataset. Therefore, how well RCNN will perform on skewed datasets is unknown.

Another approach, fastText (Joulin et al., 2016) reported accuracy on eight sentiment analysis datasets and reported precision of 1 (denoted as Prec@1, i.e., the number of correct predictions in the first place when ranking the tags) on a huge tag prediction dataset called YFCC100M where there are 312,116 unique

image tags for prediction (each tag occurs more than 100 times) based on the image titles and captions with 91,188,648 training examples and 543,424 testing examples. It was found that fastText performed better or was often on a par with various DL classifiers in terms of accuracy, and many orders of magnitude faster for training and evaluation. The accuracy or Prec@1 did not reveal how well fastText could boost the performance of low-frequency categories.

BERT (Devlin et al., 2019) obtained state-of-the-art results on 11 natural language processing tasks, most of which were related to sentence pair inferencing (the task names are: QQP, QNLI, STS-B, MRPC, and WNLI) or entailment prediction (MNLI, RTE, and SWAG). Two tasks were to predict a single sentence’s sentiment (SST-2) or linguistic acceptability (CoLA), and two were about a question answering test (SQuAD v1.1 and SQuAD v2.0). In other words, the 11 tasks consisted of a variety of semantic classification tasks, but none were related to topical classification which also needs semantic understanding for better text classification.

To compare the performance of different classifiers, Sebastiani (2002) also pointed out that different sets of experiments may be used for cross-classifier comparison only if the experiments have been performed: 1. on exactly the same collection (i.e., the same documents and same categories); 2. with the same “split” between training set and test set; and 3. with the same evaluation measure. If these protocols are not followed, it is likely that different authors in their individual papers may report incomparable results because the classifier implementation details are often insufficient to reproduce the same result (e.g., how exactly features are selected, stop words are used, stemming is performed, parameters are chosen, etc.). Therefore, to claim that a new technique performs better than previous ones whether on new or old datasets, three options are viable: 1. reporting an obvious improvement on the same datasets over previous techniques without the need for statistical significance tests (due to the lack of previous example-wise results); 2. cooperating with the authors of previous techniques to use their exact techniques on the same datasets for comparison; and 3. re-implementing previous techniques to the extent that it approximates the previous performance on the same datasets, and then comparing the performance of the re-implementation with that of the new technique. Option 1 has been widely used; one example is the study by Johnson and Zhang (2015) mentioned above. Option 2 is relatively rare, but it encourages research cooperation, such as the study by Tseng and Teahan (2004). Option 3 is less reliable, as pointed out by Sebastiani (2002), but it is somewhat inevitable when novel techniques or new datasets are introduced. Option 3 was used in X. Zhang’s (2015) study, in which they re-implemented a multinomial logistic regression classifier, a word-based CNN, and
an RNN based on Long-Short Term Memory (LSTM; Hochreiter & Schmidhuber, 1997) to compare their proposed character-level CNN. In addition, they collected eight large-scale balanced datasets for their experiments, ranging from hundreds of thousands to several millions of samples. In our work, Option 3 was used, because four more real-world Chinese datasets were introduced.

To sum up this brief review, four important notes can be re-stated:
1. Skew-distributed TC is an issue worth studying.
2. A genuine effective text classifier should perform well on all categories, no matter whether there are sufficient positive examples or not.
3. Because of the empirical nature of TC study, more publicly available real-world datasets for experiments on skew-distributed TC tasks are needed, especially for traditional Chinese.
4. When comparing classifiers it should be borne in mind that the datasets, preprocessing, and parameters should be transparent (detailed enough) for future comparison or verification to facilitate the advancement of TC research.

**Research Questions**

Based on the above introduction and review, we clarify our research questions as follows:

RQ1. Do the latest deep learning techniques perform better than traditional machine learning methods in real-world, topic-based, and skew-distributed text classification tasks?

RQ2. Are there any real-world datasets for which certain deep learning techniques exhibit better performance for skewed category distribution, and in what context?

In the process of pursuing empirical answers to the above questions, the possible contributions of this work are to:

1. Introduce more real-world datasets, especially in Chinese, for text classification research, and to release the datasets and TC codes publicly for future comparative studies.

2. Provide empirical reports on how well deep learning techniques perform comparatively over these datasets, and especially their effectiveness versus their efficiency, in order to suggest a guideline and to reveal the feasibility of the current deep learning techniques for TC practitioners and researchers.

**Machine Learning for Automated Text Categorization**

The ML application to text classification follows these pipeline steps: 1.
dataset preparation, 2. feature extraction, 3. model training, and 4. performance evaluation. This section introduces the second and third steps, leaving steps 1 and 4 to the next sections.

For ease of comparison, we adapted the Python code from https://www.analyticsvidhya.com/blog/2018/04/a-comprehensive-guide-to-understand-and-implement-text-classification-in-python/ for the traditional machine learning methods: Naïve Bayes (NB), Support Vector Machine (SVM), Random Forest (RF), and single hidden-layer neural networks (NN), and also for the deep learning methods: Convolutional Neural Networks (CNN; Johnson & Zhang, 2015) and Recurrent Convolutional Neural Networks (RCNN; Lai et al., 2015). For fastText (Joulin et al., 2016), we used the open-source library released by Facebook’s AI Research (FAIR) to learn text representations and text classifiers. For BERT (Bidirectional Encoder Representations from Transformers; Devlin et al., 2019), which is effective for a wide array of natural language processing tasks, we used the publicly available text classification code example released by Google Research in November 2018. All codes were modified for Chinese and enhanced for our experimental flow and analysis.

**Feature Extraction**

The texts in each dataset were first cleaned and standardized by tokenization, segmentation, lowercasing, and stop-word removal for all the machine classifiers other than BERT (BERT only needs original text input and lower-case English words). Each text was then transformed into a feature vector with each element representing a term in the dataset. The term’s value can be the term’s occurring frequency (term frequency, TF) in a text, or the normalized TF multiplied by the logarithm of the inverse document frequency (IDF) of the term in the whole dataset (TFxIDF; Salton, 1989). The term here can be a normal word, N consecutive words, or N consecutive characters. With these different values for a term and different ways to denote a term, there are four feature vectors (or feature sets) commonly used: 1. Word Count: the term represents a normal word and its value is the word’s TF; 2. TFxIDF: the term is a normal word and its value is the word’s TFxIDF; 3. Word N-grams: the term is an N consecutive word in a text and its value is the term’s TFxIDF; and 4. Char N-gram: the term is an N consecutive character in a text and its value is the term’s TFxIDF.

In contrast to the above large sparse feature vectors (e.g., larger than 10,000 dimensions) where semantically similar terms may have no intersection in their vector representation, Word2Vec word embedding (Mikolov, Chen, et al., 2013) is a special way to transform a word into a relatively small dense vector (e.g., 300 dimensions), where semantically similar terms are also similar in their embedding vectors (e.g., similar cosine similarity between the corresponding
word embedding vectors). Word embeddings can be directly trained using the input corpus or can be obtained from pre-trained word embeddings (such as those provided by Google’s word embedding vectors or Facebook’s fastText trained with very large text corpora) followed by fine-tuned training from the input corpus for text classification.

### Machine Learning Models

Four traditional ML techniques were used, namely Naïve Bayes (NB), Support Vector Machine (SVM), Random Forest (RF), and the single hidden-layer neural network (NN). These are all mature ML methods widely used before the DL methods were introduced. Their technical details can be found on the Web (e.g., Wikipedia) or in related textbooks (Witten et al., 2011).

For the DL techniques (please refer to the above-mentioned URL, from which we have fixed some bugs and added some code for dealing with Chinese), the first one is based on Convolutional Neural Networks (CNN), where a pretrained Word2Vec word embedding with trainable weights for the classification task is the first layer. This is followed by a 1-d convolution layer to convolve the embedding vectors to extract local contextual information of the input word embeddings. This becomes the input to a max pooling layer to summarize the local contextual information. A dense hidden layer is followed to map the summarized information to a category prediction layer, which uses softmax as its activation function and is thus called the softmax output layer. In sum, this CNN deep neural network has 5 layers. The pretrained Word2Vec files were downloaded from https://fasttext.cc/docs/en/pretrained-vectors.html, which was released by Facebook and is one of many Word2Vec files freely available on the Web.

For the second DL technique, Recurrent Convolutional Neural Networks (RCNN), the first layer is the same pretrained word embedding layer with trainable weights for the application task, which is followed by a 1-dimensional convolution layer. The next layer is a bi-directional GRU (Gated Recurrent Unit) to further extract longer dependent information in the text, which is followed by another 1-dimensional convolution layer, a max pooling layer, and then a dense hidden layer. The final output layer is a softmax layer. In sum, this RCNN has six layers.

The third DL technique is fastText. Although it may not be a full DL method, it combines some of the most successful concepts of natural language processing, such as word embedding and machine learning. It uses a hierarchical classifier instead of a flat structure, in which categories are organized into a tree. FastText exploits the fact that classes are imbalanced by using the Huffman
algorithm to build the tree used to represent the categories. The depth of the tree for very frequent categories is therefore less than that for infrequent categories, leading to further computational efficiency.

The Word2Vec word embedding vectors mentioned above have two deficiencies: 1. the homograph problem: a word with various different meanings has the same embedding vector, leading to incorrect meaning representation of a homographic word; 2. the Out-of-Vocabulary (OOV) problem: if a word in a text classification corpus does not belong to a pretrained Word2Vec vocabulary, the OOV word would have no correct embedding vector to use. The emergence of the BERT technique is able to overcome these two deficiencies, by outputting different embedding vectors for a homographic word depending on its context and by learning the meaning of the sub-word representation of a word (which alleviates the OOV problem). In addition, one of the major techniques used in BERT is the attention mechanism (Vaswani et al., 2017) which allows BERT to focus on the important words for the application task. As a result, the pre-trained BERT model can be fine-tuned with just one additional output layer to create state-of-the-art models for a wide range of tasks, such as text classification. However, due to its complexity using 12 layers of transformers with a total of 110 million parameters for fine-tuning during training, the currently released BERT model takes as input a document with a maximum length of only 512 English words or 512 Chinese characters (no Chinese segmentation is needed). Despite this limitation, the document length is mostly sufficient as one can often tell the topics of a document by looking at only the first few sentences. We slightly modified the text classification Python code released by Google to accommodate our datasets for topic training and for prediction by BERT.

For all of the above classifiers, we adopted the default values as far as possible. The training epoch was set to 20 (the classifier sees each of the training texts 20 times) for all the DL techniques except fastText. With these settings, the classifiers achieved over 95% accuracy for classifying the training set at epoch 20. We believe that this training epoch number is large enough to obtain good results and to prevent the classifier from overfitting by restraining its training time. For fastText, we followed the tutorial instructions and tried out various settings until we could not obtain better results.

The classifiers were tested and verified on a Chinese binary classification corpus (we call it the CnonC dataset). Its text per document is merely a project title, and the corresponding labels are either Construction or Non-Construction. The training set has only 232 examples and the testing set has 100 examples. The category distribution is balanced: half of the examples belong to Construction and the others belong to the Non-Construction category. All the classifiers performed
normally, with MicroF1 ranging from 0.87 to 0.93. This verification process suggested that all of our eight classifiers were valid programs (without bugs) for the later experiments and that the training set did not need to contain a large number of examples to achieve high performance (the consistent characteristics between the training and testing set is more important than the number of training examples). This CnonC corpus is also an ideal small dataset for early prototyping of the classifier design (either for choosing the parameters or architecture).

Datasets

In this study, five text datasets were used. Four of them were in Chinese and one in English for comparison. Their basic statistics are shown in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train docs</th>
<th>Test docs</th>
<th>Categories</th>
<th>Avg. chars/words</th>
<th>Diversity</th>
<th>Divratio %</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebDes_1686</td>
<td>1,190</td>
<td>496</td>
<td>26</td>
<td>75</td>
<td>9.4</td>
<td>36.30</td>
</tr>
<tr>
<td>News_914</td>
<td>644</td>
<td>270</td>
<td>12</td>
<td>50</td>
<td>5.1</td>
<td>42.32</td>
</tr>
<tr>
<td>Joke_3414</td>
<td>2,389</td>
<td>1,025</td>
<td>9</td>
<td>118</td>
<td>7.4</td>
<td>81.94</td>
</tr>
<tr>
<td>CTC_27320</td>
<td>19,266</td>
<td>8,054</td>
<td>81</td>
<td>800</td>
<td>17.4</td>
<td>21.78</td>
</tr>
<tr>
<td>Reuters_9130</td>
<td>6,561</td>
<td>2,569</td>
<td>52</td>
<td>134</td>
<td>3.9</td>
<td>7.57</td>
</tr>
</tbody>
</table>

Each of the five datasets was split into a training subset and a testing subset such that the testing subset contained 30% of the total documents for each category. The number of classes in the dataset is shown in the Categories column. The average length of the texts for each dataset is shown in terms of the number of Chinese characters or English words. The Diversity and DivRatio columns indicate the skewedness of the dataset. Diversity was defined by Simpson (1949; and is also known as the Herfindahl–Hirschman Index, or HHI; Calkins, 1983; Hirschman, 1964) as:

\[
HHI = \sum_{i=1}^{n} s_i^2
\]

where \( s_i \) denotes the share of category \( i \) in a dataset (percentage of number of texts belonging to category \( i \)) and \( n \) is the total number of categories. For example, suppose there are totally three \((n = 3)\) categories with 70, 20, and 10 texts in a dataset, in each dataset, their shares would be 0.7, 0.2, and 0.1, respectively. HHI is proportional to the average share, weighted by individual share. Therefore, for this example, the HHI is 0.49 + 0.04 + 0.01 = 0.54. As such, it ranges from 1/n to 1.0. Interestingly, the reciprocal of the index (e.g., 1/HHI), which corresponds to the Diversity column, indicates the “equivalent” number of dominant categories (Liston-Heyes & Pilkington, 2004). For the example with HHI = 0.54, it means that there are equivalently only 1.85 \((= 1/0.54)\) categories that are used to label the texts in the dataset. Since each dataset has a different category number \((n)\),
we divide the Diversity index by the number of categories to yield the value in the DivRatio column to indicate the percentage of categories used to label the texts in the dataset. This DivRatio is, in our view, a reasonable quantitative value to indicate the skewness of the categories, where a 100% DivRatio indicates that each category has an equal number of texts.

WebDes_1686: This dataset contains Chinese webpage descriptions from an internet portal. It was used to evaluate machine classifiers before their deployment for daily use. It contains 1,190 texts for training and 496 for testing, with a total of 1,686 texts; thus, it is named WebDes_1686. This naming convention also applies to the datasets described below. This dataset has an average of 75 Chinese characters (or English words) for each text. It has 26 categories, but on average only 9.4 categories were used to label the 1,686 texts, which is equivalent to having 36.30% categories mostly used, while the other 63.70% of categories have relatively few texts.

News_914: This is a Chinese news dataset from the same portal mentioned above. Hence, the purpose is the same: to seek assistance from machine learning to guide daily incoming news to desired categorical webpages for news browsing or subscription by the portal users.

Joke_3414: This dataset containing humorous texts was collected over the past 2 years from over 40 sources including 27 websites, 11 joke books, and three joke apps for possible use in humor generation applications. A joke is humorous only when it is applied in a proper context. To help decide the right context, the corpus was manually classified into nine categories by at least two people (all majoring in Library and Information Science). Two annotators classified each joke independently based on the category definition. When there was inconsistency (62 jokes had inconsistent categories), a third annotator helped label these jokes. The majority of the categories among the three was then assigned to the joke. The inter-rater agreement for the two major annotators had a Cohen’s kappa coefficient as high as 0.97.

CTC_27320: The source of this dataset was the news broadcasts of Mainland China’s radio stations between 1966 and 1982. These broadcasts were transcribed manually and labeled by domain analysts. The purpose of the labeling is document organization, browsing, and retrieval. The validity of this Chinese corpus was verified by Tseng and Teahan (2004).

Reuters_9130: This English dataset contains Reuters newswires from 1987. It was originally collected and labeled by Carnegie Group, Inc. and Reuters, Ltd. during the course of developing the CONSTRUE text categorization system, and is publicly available at: http://www.daviddewie.com/resources/testcollections/reuters21578/.
The original CTC and Reuters datasets are both multi-labeled (i.e., a text can belong to multiple categories), although most documents are single-labeled. To exclude the effect of prediction uncertainty in this study, we removed the multi-labeled documents, which reduced the number of categories from 82 to 81 and the number of total documents from 28,013 to 27,320 for the CTC_27320 dataset, and from 90 to 52 and 10,788 to 9,130 for Reuters_9130. To distinguish the original datasets from those used in this study, we appended the number of used documents to the name of the dataset.

The number of texts for each category is depicted in Figures 1 to 5 to visually show their skewness. As can be seen from the figures, the document distributions of the categories in all the datasets are skewed, with the last two being highly skewed (the small categories have only one or two documents compared to the largest categories with thousands of documents).
Figure 3  Number of Documents for Each Category in the Joke_3414 Dataset

Figure 4  Number of Documents for Each Category in the CTC_27320 Dataset

Figure 5  Number of Documents for Each Category in the Reuters_9130 Dataset
Evaluation Results

Two metrics were used for the performance comparison: MicroF1 and MacroF1. For both metrics, a confusion matrix like the one shown in Table 2 was computed for each category, where each cell represents the number of documents in the corresponding case (TP, FP, FN, or TN). The precision and recall were then calculated based on the matrix. The F1 score is the harmonic average of the precision and recall. The Micro- and Macro-averages were computed in different ways, and thus their interpretation differed. A macro-average will compute the metric independently for each category and then take the average (hence weighting all categories equally), whereas a micro-average will aggregate the contributions of all categories to compute the average metric.

<table>
<thead>
<tr>
<th>Table 2  The Confusion Matrix for a Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>For a category ( i )</td>
</tr>
<tr>
<td>Human labels as Yes</td>
</tr>
<tr>
<td>Human labels as No</td>
</tr>
</tbody>
</table>

Below are the detailed calculating equations for the micro-precision and micro-recall:

\[
\text{MicroPre} = \frac{\sum_{i=1}^{n} TP_i}{\sum_{i=1}^{n} TP_i + \sum_{i=1}^{n} FP_i}
\]

\[
\text{MicroRec} = \frac{\sum_{i=1}^{n} TP_i}{\sum_{i=1}^{n} TP_i + \sum_{i=1}^{n} FN_i}
\]

assuming there are \( n \) categories. MicroF1 is then calculated by the equation:

\[
\text{MicroF}_1 = \frac{2 \times \text{MicroPre} \times \text{MicroRec}}{\text{MicroPre} + \text{MicroRec}}
\]

In contrast, the macro-precision and macro-recall are:

\[
\text{MacroPre} = \frac{1}{n} \sum_{i=1}^{n} \frac{TP_i}{TP_i + FP_i}
\]

\[
\text{MacroRec} = \frac{1}{n} \sum_{i=1}^{n} \frac{TP_i}{TP_i + FN_i}
\]

MacroF1 is then calculated by the equation:

\[
\text{MacroF}_1 = \frac{2 \times \text{MacroPre} \times \text{MacroRec}}{\text{MacroPre} + \text{MacroRec}}
\]

Based on the above calculation, MicroF1 measures overall document classification effectiveness and thus reveals the effectiveness of a few major categories. In contrast, MacroF1 takes each category’s effectiveness into
consideration and thus reveals the effectiveness of most minor categories. Table 3 shows the performance figures for all the classifiers on the five datasets.

Because DL techniques use numerous trainable parameters, we ran the classifiers on a virtual machine (VM) on the Google Cloud Platform. The VM has a NVIDIA Tesla K80 GPU with 12 GB RAM. The execution time for each

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Models</th>
<th>Features</th>
<th>MicroF1</th>
<th>MacroF1</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebDes_1686</td>
<td>NB</td>
<td>Word Count</td>
<td>0.8004</td>
<td>0.6129</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>TFxIDF</td>
<td>0.8346</td>
<td>0.7160</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>Word Count</td>
<td>0.8044</td>
<td>0.6203</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>NN</td>
<td>Word Count</td>
<td>0.8245</td>
<td>0.6856</td>
<td>5.15</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>Word Embedding</td>
<td>0.7943</td>
<td>0.6124</td>
<td>8.91</td>
</tr>
<tr>
<td></td>
<td>RCNN</td>
<td>Word Embedding</td>
<td>0.7883</td>
<td>0.6001</td>
<td>8.56</td>
</tr>
<tr>
<td></td>
<td>fastText</td>
<td>Word Bi-gram</td>
<td>0.8024</td>
<td>0.6281</td>
<td>&lt; 1</td>
</tr>
<tr>
<td></td>
<td>BERT</td>
<td></td>
<td><strong>0.8730</strong></td>
<td><strong>0.7684</strong></td>
<td><strong>3,332.31</strong></td>
</tr>
</tbody>
</table>

| News_914      | NB           | Word Count        | 0.7444  | 0.6244  | 0.01           |
|               | SVM          | Char N-gram       | 0.7851  | 0.7388  | 0.16           |
|               | RF           | TFxIDF            | 0.6111  | 0.3648  | 0.07           |
|               | NN           | Char N-gram       | **0.8037** | 0.7400  | 3.98           |
|               | CNN          | Word Embedding    | 0.6444  | 0.4231  | 27.69          |
|               | RCNN         | Word Embedding    | 0.6518  | 0.4135  | 27.94          |
|               | fastText     | Word Bi-gram      | 0.7518  | 0.6186  | < 1            |
|               | BERT         |                   | **0.7963** | **0.6283** | 4,106.27       |

| Joke_3414     | NB           | Word Count        | 0.5229  | 0.4297  | 0.77           |
|               | SVM          | Char N-gram       | 0.5447  | 0.4705  | 0.84           |
|               | RF           | Char N-gram       | 0.4692  | 0.3718  | 1.09           |
|               | NN           | Char N-gram       | 0.5121  | 0.4526  | 33.96          |
|               | CNN          | Word Embedding    | 0.4985  | 0.4266  | 922.02         |
|               | RCNN         | Word Embedding    | 0.4720  | 0.4144  | 4,787.52       |
|               | fastText     | Word Bi-gram      | 0.5036  | 0.4195  | 5.05           |
|               | BERT         |                   | **0.6429** | **0.6183** | **13,108.68** |

| CTC_27320     | NB           | Word Count        | 0.4243  | 0.1669  | 0.96           |
|               | SVM          | TFxIDF            | 0.4963  | **0.3706** | 32.12          |
|               | RF           | Char N-gram       | 0.3507  | 0.1560  | 18.37          |
|               | NN           | Char N-gram       | 0.4559  | 0.3312  | 94.51          |
|               | CNN          | Word Embedding    | 0.3605  | 0.1709  | 3,580.61       |
|               | RCNN         | Word Embedding    | 0.3559  | 0.1699  | 3,579.44       |
|               | fastText     | Word Bi-gram      | 0.4557  | 0.2838  | < 5            |
|               | BERT         |                   | 0.4217  | 0.3394  | 107,890.33     |

| Reuters_9130  | NB           | Word Count        | 0.8824  | 0.4112  | 0.08           |
|               | SVM          | TFxIDF            | **0.9513** | **0.7573** | 1.42           |
|               | RF           | TFxIDF            | 0.8450  | 0.3556  | 0.94           |
|               | NN           | TFxIDF            | 0.9482  | 0.7541  | 25.44          |
|               | CNN          | Word Embedding    | 0.9396  | 0.6906  | 175.21         |
|               | RCNN         | Word Embedding    | 0.9377  | 0.6885  | 175.20         |
|               | fastText     | Word Bi-gram      | 0.9369  | 0.6784  | < 3            |
|               | BERT         |                   | 0.9124  | 0.4581  | 16,223.65      |
method is also reported in Table 3 to reveal the computation power required for each method. The fastText tool does not support GPU and is fast enough to run on a MacBook computer. Therefore, only its execution time is available for reference.

In Table 3, we show the performance metrics for each ML method for all five datasets. If there are multiple feature sets that can be applied to a classifier (e.g., NB, SVM, RN, NN, and fastText), only the one that leads to best performance is shown for clarity. The time spent on training and predicting the datasets is also shown to reveal the cost of applying a certain machine learning technique. Note that BERT may output slightly different results even with the same hyper-parameters (such as learning epochs) due to its randomness during its training and prediction process. Nevertheless, the output variation of BERT is insignificant compared to its performance gap with other classifiers.

In terms of efficiency, all the DL techniques are time-consuming, except for fastText. Generally, the more layers of the neural networks that are used, the more time is needed to train and test the datasets. As an example, BERT spent far more time than the others on the CTC_27320 dataset: it took about 30 hours (107,167 seconds) on a K80 GPU to train 19,267 documents and about 12 minutes (723 seconds) to predict 8,054 test documents. In terms of the cost of using the Google Cloud Platform (GCP), it took about US$30 to train and predict the CTC_27320 and Reuters_9130 datasets using GCP's VM and GPU. Therefore, only when more powerful and cheaper computation facilities to train BERT are available, can it be used to label the text categories, as its prediction time is still within the acceptable limit (predicting about 11 documents per second for the CTC_27320 dataset).

In terms of effectiveness, BERT excels for the Joke_3414, News_914, and WebDes_1686 datasets. For the Joke_3414 dataset with nine categories, both BERT’s MicroF1 and MacroF1 are far better than the other classifiers, with an absolute improvement of 10.12% (0.6429-0.5417) for MicroF1 and an absolute 14.78% (0.6183-0.4705) improvement for MacroF1 compared with the second best SVM classifier. This is a great enhancement achieved by BERT. However, compared to the human annotators’ consistency (inter-rater agreement is 0.97 in Cohen’s kappa coefficient), all the machine classifiers have a great deal of room to improve because we hypothesize that the upper bound performance for a machine classifier would be higher than 0.64 in the Joke_3414 dataset (as the inconsistency gap between humans is very small, meaning that it is easy for humans to determine their topical category based on the texts).

For the News_914 dataset with 12 categories, BERT not only performs the best, but also its MacroF1 (0.8283) exceeds its MicroF1 (0.7963). This is another unparalleled performance achieved by BERT, as it is very difficult for MacroF1 to exceed MicroF1 in a skewed dataset. As can be seen from Table 4, the training
examples for the smallest five categories have fewer than 20 texts (10 times less than that of the largest categories) and BERT can predict them very well, except for the last category. We hypothesize that 1. for the smallest four categories with F1 over 0.8, it is easy to tell their topical themes based on the news story; and therefore 2. BERT can perform well despite only a small set of training examples being available, because it was pre-trained with a large set of texts and was able to capture the contextual meanings of Chinese characters to some extent.

Actually, BERT was trained on very large corpora (BooksCorpus with 800 million words and English Wikipedia with 2,500 million words for the English model alone) for a very long time (4 days on 4 to 16 Cloud TPUs) using bidirectional contextual information based on a deep network architecture (12 layers of attention-based and position-aware transformers). The resulting pre-trained word representations are thus context-aware, which captures more precise semantics than the context-free word representations of Word2Vec. For example, the word embedding vector of “bank” in “bank corruption” and “river bank” is different for BERT but is the same for Word2Vec, which apparently led to better semantic processing for BERT over Word2Vec.

However, these word embeddings capture only vague (or latent) semantics, especially for those words that do not occur often enough in the training corpora. The embeddings are 300-dimensional (for Word2Vec) or 768-dimensional (for BERT) real-value vectors. One cannot tell the meaning only by looking at these vectors. They need to be compared or processed in a task such as text classification to show their usefulness.

For the highly skewed datasets, such as CTC_27320 and Reuters_9130, BERT performs more poorly than the traditional classifier SVM. One of the techniques to build the language knowledge in BERT is to mask an English word

<table>
<thead>
<tr>
<th>Category</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Num. of test texts</th>
<th>Num. of training texts</th>
</tr>
</thead>
<tbody>
<tr>
<td>004-Industry</td>
<td>0.7925</td>
<td>0.8485</td>
<td>0.8195</td>
<td>99</td>
<td>232</td>
</tr>
<tr>
<td>003-Finance</td>
<td>0.6304</td>
<td>0.5800</td>
<td>0.6042</td>
<td>50</td>
<td>117</td>
</tr>
<tr>
<td>001-Politics</td>
<td>0.8889</td>
<td>0.7273</td>
<td>0.8000</td>
<td>33</td>
<td>78</td>
</tr>
<tr>
<td>002-Society</td>
<td>0.8750</td>
<td>0.9545</td>
<td>0.9130</td>
<td>22</td>
<td>53</td>
</tr>
<tr>
<td>009-Life</td>
<td>0.6842</td>
<td>0.7647</td>
<td>0.7222</td>
<td>17</td>
<td>40</td>
</tr>
<tr>
<td>006-Entertainment</td>
<td>0.9375</td>
<td>1.0000</td>
<td>0.9677</td>
<td>15</td>
<td>38</td>
</tr>
<tr>
<td>008-Local</td>
<td>0.8462</td>
<td>0.9167</td>
<td>0.8800</td>
<td>12</td>
<td>29</td>
</tr>
<tr>
<td>005-Technology</td>
<td>1.0000</td>
<td>0.7143</td>
<td>0.8333</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>007-Sports</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>010-Medicine</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>013-Education</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>012-Leisure</td>
<td>0.5000</td>
<td>0.3333</td>
<td>0.4000</td>
<td>3</td>
<td>7</td>
</tr>
</tbody>
</table>
(or a Chinese character) in a sentence and try to predict the masked word by its contextual words during its training. Although much word knowledge can be captured by this technique, still a considerable amount of language information other than this kind of co-occurrence is not easily captured, such as phrases and multi-word name entities. This may be the reason why BERT is not the optimal technique. Another possible reason is that the terms or sentences used in the texts of CTC_27320 and Reuters_9130 occur rarely in the pre-training data of BERT, because texts in CTC_27320 were collected between 1966 and 1982 and texts in Reuters_9130 contain many business news abbreviations from 1987, such as qtr (for quarter), dlrs (for dollars), etc. This vocabulary mismatch may have degraded BERT’s performance in these two datasets. Even so, the exact reason why BERT failed on CTC_27320 and Reuters_9130 still needs further exploration. The commonly observed unstable performance of deep neural networks based on latent semantics trained in the embedding vectors (BERT seems not to be an exception) is a disadvantage of applying the current DL technology.

Based on Table 3, SVM is a competitive technique in TC tasks, even for Chinese, which confirms past studies that SVM is a dominant text classifier. Given a proper feature set, SVM is able to perform well because of its innovative idea of creating support vectors that maximize the margin to separate categories and therefore is capable of generalizing well to unseen examples. Although not shown here, we observed that even SVM may perform poorly if supplied with an incorrect feature set, such as word n-grams on these datasets. However, this disadvantage is relatively better than the word embedding based DL methods, because the feature sets supplied to SVM are controllable and interpretable, such that we know where to improve (e.g., by trying another feature set as we did in this experiment).

From Table 3, we also observe that: 1. When efficiency is a concern, SVM is generally the most effective classifier if a suitable feature set is used for a particular TC task. 2. A single hidden-layer neural network (NN) can compete with SVM at the cost of larger computation power. 3. The DL methods (CNN, RCNN, and fastText) did not show any advantage in these five tasks, even though they utilized pre-trained embedding vectors that embedded additional language knowledge. 4. NB is a method that is obviously only feasible for large categories, because the MacroF1 gap between NB and the others is much larger than its MicroF1 gap, which is quite reasonable due to the nature of NB. 5. This phenomenon of NB does not occur to the DL methods, at least not for fastText. 6. RF is not a good text classifier, because it performed worst on four datasets.

**Conclusion**

In answer to our first research question, and also as a general guideline for
ML-based text classification, SVM and BERT can be the first choices for any new dataset based on the above experiments, discussions, and past studies. For SVM, the choice of feature sets is important. For BERT, only the first 512 characters (or words) will be considered currently. Therefore, if the texts in the new dataset are too long, care must be taken to see if the first 512 characters could be used to determine their topics. Also, be aware of the corpora used to pre-train the BERT model. If the characteristics of the training corpora are very different from those of the new dataset, BERT might not yield good results, although this is unlikely to happen with modern texts. Also, if computational resources are scarce, SVM is preferable to BERT, and vice versa.

In response to our second research question, the problem of correct prediction for very small categories (which is viable for humans) is feasible for BERT for some datasets with commonly seen topics such as those in the news, but it may be necessary to seek more varieties of deep learning methods for other older datasets such as CTC_27320 and Reuters_9130, or to resort to other solutions such as few-shot learning (Yan et al., 2018) or a combination of various approaches.

Actually, subsequent improvement of BERT has been made in ERNIE (Enhanced Representation through kNowledge IntEgration; Sun, Wang, Li, Feng, Chen, et al., 2019) released by Baidu, another ERNIE by Tsinghua University in Beijing (Z. Zhang et al., 2019), XLNet by Carnegie Mellon University/Google Brain (Z. Yang et al., 2019), and ERNIE 2.0 by Baidu (Sun, Wang, Li, Feng, Tian, et al., 2019). Because these improvements were made in recent months, small updates to their publicly released codes occur from time to time. Therefore, they were not used in this current study.

Note that if the explored datasets are not diverse enough, it would easily lead to a different or biased conclusion. An example biased conclusion might be that BERT is most effective for Chinese TC tasks if only the first three datasets (WebDes_1686, News_914, and Joke_3414) are used. Therefore, the five Chinese text classification datasets (the four in Table 1 and the CnonC for verification) together with the TC source codes have been released at https://github.com/SamTseng/Chinese_Skewed_TxtClf. They would facilitate future study to further examine the strengths and possible weaknesses of the new techniques (e.g., ERNIE, XLNet, etc.). In this way, we would be more knowledgeable to determine the feasibility of automated topic analysis in library/institute practice, and therefore to decide when and in what ways human effort should be involved in the tasks related to information organization and topic analysis.
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