STONAIDS AUVHAIT ¥ VIAIIN TVNOILYONAF 40 TVYNINOL i B u B & 35 s my S

TT0T “TON ‘65 "TOA

DOI:10.6120/JoEMLS
ISSN 2309-9100 ISSN-L 1013-090X

BH AL EF S

JOURNAL OF EDUCATIONAL MEDIA &
LIBRARY SCIENCES

CERaRe R i R ) ———
Vol. 59, No. 2, 2022

2 00
Q, %,
1, @@ %, 0

0%, @, %, %,

@ @0, 0y,

1, @@, %), 29,0y
Qe 201, 21y
"3@‘2@/ 205,
@10, 0,

A ONCINON

oy 0,2, @11, 1)

1000, @y, '19, 0,

019, 1

16, @2
1, Ve @l
0170, @,
1401 10010101

> o OO0
07, UL,

11000/
100101007/
p10/0/0]
/4

10101000/

p/mummm/ﬂm’
G ,,W/a/a////a//ﬂlw’ﬂ!/ﬂ
> ﬁ,},a/l/m//i%%w 7
jmwhﬂuvmﬂﬂﬂ 4ﬂﬂﬂ5‘%e;€5%ggf ‘lllﬁ
0! M/// e
e

RIL A H i



HHEHEEEHE  HRI0OE3ARAITIZHTEHAZ AT
HEL1980F9 A EA LA F A A E > Wk AT - H1982
EOHMER S Y - SE20165 11 - bl —F kR =1 (3F ~ 7
A1) o BRSO HRR - RIS ) A
BRI R E R S B AR & (FOR BRI - AT PR ER i H 11, 2008
B & A TIREEC R 55— 201 5S-SR IR ATt &2
WHFE R LRFE R A 2P — T - WS Rl NI E R
e AT AL (A S ST 1)
The JOURNAL OF EDUCATIONAL MEDIA & LIBRARY SCIENCES (JoEMLS),
published by the Tamkang University Press and co-published.with the Department of
Information & Library Science (DILS) and Chueh Sheng Memorial, Library, was formerly the
Bulletin of Educational Media Science (March 1970 — June 1980) and the Journal of
Educational Media Science (September 1980 — June 1982). In 2015, The JoEMLS is
acknowledged as the first class scholarly journal in Taiwan by Ministry of Science and
Technology (MOST). Since November 2016, the JoEMLS has been changed from quarterly
to a tri-annual journal, published in March, July, and!November.

N

The JoEMLS is indexed or abstracted in
Cabell’s Directory of Publishing Opportunities
Chinese Electronic Periodicals Service'(CEPS)
H.W. Wilson Database
Index to Chinese Periodicals
Library, Information Science & Technology Abstract (LISTA)
Library & Information Sciences Abstracts (LISA)
Library Literature & Information Science (LLIS)
Scopus
Taiwan Social Sciences Citation Index (TSSCI)
Ulrich’s Periodicals Directory

B E R R B A S ¢ BOPROAOARE SR LB B (AR e -
The cover design of JOEMLS signifies:
L (Librarianship); I (Information Technology); B (Bibliophile and the Book trade)



BH G AL E F 2

JOURNAL OF EDUCATIONAL MEDIA & LIBRARY SCIENCES

X4 ( Chief Editor )

B A (Jeong-Yeou Chiu)

BOAARERIE & AR BRI FE T %

Professor, Graduate Institute of Library, Information and
Archival Studies, National Chengchi University, Taiwan
YUK AN B ] 2 A SR M AT R

Adjunct Professor, Department of Information and Library
Science, Tamkang University, Taiwan

#.17#REE ( Executive Editor )
Bfini s ('Ya-Ning Chen)

PRI KSR A B 2 A B SR R U
Associate Professor, Department of Information and
Library Science, Tamkang University, Taiwan
%ZZ X (Editor Emeritus )
I ST (Professor Emeritus
Shih-Hsion Huang )

FE{E X4 (Former Editors )
ZRHEE H3% (Professor Hwa-Wei Lee )
ZFRE HE% (Professor Chang C. Lee )
#%#8 (Managing Editor )

=i (Sz-Shi Kao )

PAEEE (Chang-Huei Lin )

#REEBHIE (Editorial Assistants )
i ZEF (Tzu-Ching Chen )

BT (Sih-Jie Chen)

#E x4 (Associate Editor )

R (Chiung-Sui Chang)
WILREBHERHERRHIR

Professor, Department of Educational Technology,
Tamkang University, Taiwan

E V1% [EE#R ( English Associate Editor )
#EF2¥5 (Ling-Ling Lai)

VAT ER B B 5 A B R R B

Associate Professor, Department of Information and
Library Science, Tamkang University, Taiwan

H[E 1 FE L (Regional Associate Editors )

KFEHIE (Mainland China )

iRi&5E (Zhigiang Zhang )

P RURER R E ST #8%

Professor, Institute of Publishing Science at Nanjing
University, China

ik i Hi 1% (UK and Europe )

Dr. Judith Broady-Preston

Emeritus Professor/'of Learning and Teaching,
Department of Information Studies,
University of Wales, Aberystwyth, UK

F P (USA)

Dr.Jin Zhang

Professor, School of Information Studies,
University of Wisconsin-Milwaukee, USA

Pk 22 H# ( Editorial Board)

PREEFE (Wen-Yau Cathy Lin)

BRI AER R B R SRR AT

Chair, Department of Information and-Library Science,
Tamkang University, Taiwan

2RZE 77 ( Sheue-Fang Song )
WITARR R A S E SR
Director,Chueh;Sheng Memorial Library,
Tamkang University, Taiwan

_PiiZ53E (Hsueh-Hua Chen )

ERER R AN SR B ER

Professor Emeritus, Department of Library and Information
Science, National Taiwan University, Taiwan

ZL122 (Chaoyun Chaucer Liang )

LB ) AR R IR SR R

Professor, Department of Bio-Industry Communication and
Development, National Taiwan University, Taiwan

~ ™ILEE (Yuen-Hsien Tseng )

2 Iy NE P = ke T 65

Professor, Graduate Institute of Library & Information
Studies, National Taiwan Normal University, Taiwan

PR (Hong-Chu Huang )

RIT A B AT B 7 i B RSB R

Professor Emeritus, Department of Information and
Library Science, Tamkang University, Taiwan

Z503 H (Ming-Yueh Tsay )

OGS ] & 2 N B AR S BT P R S

Chair Professor, Graduate Institute of Library, Information and
Archival Studies, National Chengchi University, Taiwan

E#EEAE (Li-Kuei Hsueh)

BOAA S ] & A RN B RS ZE B e B R

Emeritus Professor, Graduate Institute of Library, Information
and Archival Studies, National Chengchi University, Taiwan

S (Qing Fang)

SR BE S PR E H

Professor, School of Information Management,

Wauhan University, China

VL EEH (Guchao Shen )
PR BB e A

Professor, School of Information Management,

Nanjing University, China

Pia Borlund

Professor, Faculty of Social Sciences, Department of
Archivistics, Library and Information Science, Oslo
Metropolitan University, Norway

Sam Hastings

Professor (Retired), Faculty, School of Library &
Information Science, University of South Carolina, USA
Edie Rasmussen

Professor, School of Library, Archival and Information
Studies, University of British Columbia, Canada
Josephine Sche

Professor, Information and Library Science Department,
Southern Connecticut State University, USA

Peter Sidorko

Senior Consultant, The University of Hong Kong Libraries,
The University of Hong Kong, Hong Kong

Hong Xu

University Librarian, Duke Kunshan University, China



JoEMLS %@ B3R

ATFFRERBBAFEL (Open Access) BIRGsE B RHE B iE » ST 2 BIFRE
AT - FEELE TIREAHUA Z SEAT R 2 o AT B SR 22 il A i Bl [R5
FEioh o JRiERE A InfoLibrary B R B & B AR BN (LS - DUSBRE
Al EE TS ~ B3 aE U N A B FE IR S A 5 HDAPRET B S1E
FHER Ml B B E S I - GRS - ARl EIR M,  F3EE R
WFSeSE - W55 AT Al 5 A G FH 28 fe i B R B SRR St
BB AT BR

TEAEEIRMECERE T - EE TR AT RIS AT 2 SCE R - AT
DOAJ #ABHHUAH (Open Access ) BIEZELURATGEMITE S - EE R HED
AIRREATIAZE » AT RS R EE R ERRPE (article processing
charge * APC) °

o

LR

JoEMLS AR DL T #& AT HZE 1 (Green Publisher / Journal) BJE @ [FEHE
EEEIGEH IR JoEMLS ZFatt - RNimlE R EREE I RS - #pEET3
HOFIFEREE - (HA a7 AR -

(VBB TIE 2 B2 TRE (post-print ) FF EH 1T H R S FEIZ 5

(2) B R DUEATIHEED . PDF S J 158

(FATE & B i A JE 3 A B Jo EMLS & BATR B H il i% & A HE -

JoEMLS Editorial Policy

The JoEMLS is an Open Access (OA) Dual, double-blind reviewed and international
scholarly journal dedicated to making.accessible the results of research across a wide
range of Information & Library-related disciplines. The JoEMLS invites manuscripts
for a professional information & library audience that report empirical, historical, and
philosophical research with implications for librarianship or that explore theoretical
and practical aspects of, the field. Peer-reviewed articles are devoted to studies
regarding the field of library science, information science and IT, the book trade and
publishing. Subjects on instructional technology and information communication,
pertaining to librarianship are also appreciated. The JoEMLS encourages
interdisciplinary authorship because, although library science is a distinct discipline, it
is in the mainstream of information science leading to the future of InfoLibrary.

Open Access Policy
With author’s authorization, readers can immediately obtain full texts for free online
via our journal website. We comply with the DOAJ definition on Open Access, and
the Budapest Open Access Initiative (BOAI) which means we allow and provide.
There is no requirement for readers to register to read the contents of JOEMLS, and
JoEMLS does not charge article processing charge (APC) to contributors and authors.
Archiving Policy
The JOEMLS, as a role of “OA green publisher/journal,” provides free access onlined
to all articles and utilizes a form of licensing, similar to Creative Commons Attribution
license, that puts minimal restrictions on the use of JOEMLS’s articles. The minimal
restrictions here in the JOEMLS are:
(1) authors can archive both preprint and postprint version, the latter must be on a
non-commercial base;
(2) publisher's PDF version is the most recommend if self-archiving for postprint is
applicable; and
(3) published source must be acknowledged with citation.



JOURNAL OF EDUCATIONAL MEDIA & LIBRARY SCIENCES

Volume 59 Number2 2022

Contents

EDITORIAL

Opportunities for Deepening the Reform of
the Metadata Elements of Journal Articles

Jeong-Yeou Chiu 97

RESEARCH ARTICLES

To Use or Not to Use? Exploring the Factors
Influencing Professional Reusers’
Intention to Adopt and Utilize
Governmental Open Data in Taiwan

Tung-Mou Yang & Yi-Jung W 101

Effects of Afterschool Programmes in
Public Libraries on Disadvantaged
Children: A Case of New Taipei City
Library in Taiwan

Ya-Wei Chuang & Hui-Yun Sung 137

Exploring Article Process Charge of
Open‘Access Journals from the
Perspectives of Publication
Characteristics and Citation Impact
Indicators: A Case Study in the
Medical Field

Chia-Yu Lin & Wen-Yau Cathy Lin 169

Estimation of Topic Similarity and
Its Application to Measuring Stability
of Topic Modeling

Sung-Chien Lin 201



Journal of Educational Media & Library Sciences 59 : 2 (2022) : 97-100
DOI:10.6120/JoEMLS .202207_59(2).editorial

-

EDITORIAL

Opportunities for Deepening
the Reform of the Metadata Elements of
Journal Articles

The metadata of journal articles generally refers to information regarding
journal name, volume and issue number, article’s title, name(s) of author(s),
keywords, page range, etc. However, in order to help readers enhance their
understanding of article contents when searching for articles, most journal
publishers and database organizations present the above metadata together with
the abstract of the article to facilitate readers to quickly identify its content.
For scholarly articles, in addition to the academic value-of the text itself, the
references cited by the authors in the texts have significant research value in all
the issues in scholarly communication and publication. The references not only
present the author’s exploration and recognition of previous scholarship, but also
assist future generations to further discover.scientific trajectories and disseminate
scholarly knowledge through the cited references.

Although open access (OA) tolacademic journals continues to flourish in the
global academic community, most-academic publishers focus on the open access
and availability of full-text digital files of articles. In contrast to the opening of
digital files, the release of metadata and their subsequent use are still awaiting
the discussion and ‘efforts of the industry, government, and academia. In order
to implement the concept of OA, some groups have advocated opening up the
abstracts, together with the references, in articles in recent years, as a result of
which two initiatives, the Initiative for Open Citations (I40C) and the Initiative
for Open Abstracts (I40A), have come into being. Of the two, the 14OC even
hopes that academic publishers or journal publishers, under the premise of
providing free bibliographic data, can provide references at the same time, so as
to promote the release of citation data in a structured, separable, and open-access
condition, and then proceed to build a copyright-free academic citation database.

At the present stage, most of the search fields provided to readers in the
academic literature databases or official websites established by journals in
Taiwan are such metadata as journal name, volume and issue number, article’s
title, name(s) of author(s), keywords, and page range, but not including the
element of references. If readers want to retrieve the reference literature, they
must first confirm whether full-text downloading is permitted before further
downloading the electronic file of a single article, from which they make the



98 Journal of Educational Media & Library Sciences 59 : 2 (2022)

searches and checking; or readers must leave the search interface of the literature
database or journal website and navigate to the Taiwan Humanities and Social
Sciences Citation Index Database (free search) or Scopus and Web of Science
(subscription required) to do their searches and checking, without being able
to obtain the research information needed at a one-stop location. It is hoped
that academic publishers and journal publishers can work together with the
government and private databases, striving to integrate the complete metadata
of Taiwan’s academic journals and gear them to international standards, so as to
enhance the professional image of Taiwan’s academic publishing.

In this issue (Issue 2, Volume 59), 10 manuscripts have gone through the
review process. Two manuscripts were rejected at the internal review process
for format evaluation. Eight manuscripts have gone through the whole review
process, and four were accepted, with a rejection rate of 50% (4 out of 8).
The articles published in this issue include: “To Use or Not to Use? Exploring
the Factors Influencing Professional Reusers’ Intention to Adopt and Utilize
Governmental Open Data in Taiwan” by Tung-Mou Yang and Yi-Jung Wu, “Effects
of Afterschool Programs in Public Libraries on Disadvantaged Children: The
Case of the New Taipei City Library” by, Ya-Wei Chuang and Hui-Yun Sung,
“Exploring Article Process Charge of Opén Access Journals from the Perspectives
of Publication Characteristics and-Citation Impact Indicators: A Case Study in
the Medical Field” by Chia-Yu-Lin and Wen-Yau Cathy Lin, and “Estimation of
Topic Similarity and Its Application to Measuring Stability of Topic Modeling” by
Sung-Chien Lin. Specialthanks are dedicated to the reviewers and authors.

Jeong-Yeou Chiu
JoEMLS Chief Editor
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Abstract

In recent years, open government data has become one of the prevailing
policy implementations among government administrations around the world.
Researchers maintain that open data providers and users play critical roles
in forming a sound open data ecosystem. However, recent studies have found
that open data use has not kept up with expectations; with the number of open
data applications increasing slowly. Therefore, using a qualitative research
approach to focus on professional reusers, this_study explores the determinants
that influence professional reusers’ intention to use governmental open
data. With qualitative empirical data support, the identified determinants
include perceived usefulness, perceived_effort, external influence, facilitating
condition, legislation and license  self-éfficacy, and perceived risk. In addition,
the determinants are incorporated into the theory of planned behavior to
investigate how the determinants)act as behavioral, normative, and control
beliefs in influencing professional reusers’ intentions. Further, this study
discusses related suggestions that can strengthen the sustainability of an open
data ecosystem. The discussion and practical implications of this study are
expected to provide insights to both practitioners and policymakers for further
developing opén-data policies and enriching the current open data—related
literature.

Keywords:_Open data, Open government data, Open data use, Open data users,
Influential factors, Taiwan
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Introduction

Government agencies are perceived as entities possessing various resources
that can be shared and utilized across the boundary of the public and private
sectors. In particular, while government agencies are usually considered the
largest data creators and collectors across a nation’s different domains, open
government data in recent years has gradually become an important policy
implementation adopted by government administrations around the world
(World Wide Web Foundation, 2018). The number of countries with open
data portals has increased significantly from 46 in 2014 to 153 in 2020 (United
Nations Department of Economic and Social Affairs, 2020). Open data refers
to the concept in which datasets are published online in electronic forms that are
machine-readable and with a non-proprietary format, and the datasets can be freely
accessed, used, modified, and shared by anyone at any place for any purpose
(The World Bank, n.d.). The goal of open government data is to enhance the
fundamental principles of open government, including transparency, participation,
and collaboration, by ensuring public engagement.in using governmental open
data. The public is expected to utilize governmental open data to generate
innovative data usage and applications, spur economic growth, and bring positive
impacts to society (Attard et al., 2015; Janssen et al., 2012; Janssen & Zuiderwijk,
2014). A common belief maintains that when government agencies publish
more datasets on open data platforms, the public will be motivated to reuse the
datasets. However, recent research indicates that open data use has not kept up
with expectations, although related infrastructure, such as open data platforms,
has been available online to provide services (Najafabadi & Luna-Reyes, 2017;
Zuiderwijk et al., 2016)»" In addition, there are difficulties in obtaining people’s
participation in using governmental open data. The public seems to agree with
an open data movement but does not necessarily engage in reusing the published
datasets (Hellberg & Hedstrom, 2015). While open data users play a critical role
in forming a sound open data ecosystem, if the projected data users do not use
the published datasets, the objective of open data initiatives can be futile (Attard
et al., 2015; Hivon & Titah, 2017). Therefore, it is necessary to understand the
factors that influence people’s engagement in using governmental open data.

Researchers have recently classified open data users into two categories:
direct reusers and end users (Abella et al., 2019). Direct reusers can be
professional reusers and social reusers. Professional reusers refer to entrepreneurs
and private companies that use open data to innovate and create for-profit
products and services. Social reusers represent non-profit organizations such
as NGOs providing services to others. On the other hand, end users mean
entities, organizations, or citizens consuming open data—-related products and
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services provided by direct reusers. In addition, researchers have suggested that
there should be more open data studies conducted in different contexts, such as
sources, areas, and countries, to explore the use of governmental open data and
how related open data policies can be further developed (Magalhdes & Roseira,
2016; Susha et al., 2015; Zuiderwijk & Hinnant, 2019). Even to this day, there
is still limited research on open data use focusing on professional reusers in the
context of Taiwan’s open government data. Therefore, this research explores
and discusses open data use from the perspective of Taiwan’s professional
reusers using governmental open data to develop for-profit business applications.
Specifically, the following research questions are investigated in this exploratory
study: 1. What are the critical factors influencing professional reusers’ intention to
use governmental open data? 2. What is the nature of the impact of these factors? 3.
What strategies can be employed to sustain an open data ecosystem based on the
perspective of professional reusers?

The rest of the paper is organized as follows.~In-the following section, the
global open data movement is first briefly introduced. Then, the recent literature
on open data research and open data use is reviewed, and the proposed research
is subsequently presented. Next, the paper describes the research design and
methods of this study, in which the employed case, data collection, and data
analysis are presented. Then, the paper discusses the findings and implications
of the empirical data analysis, Lastly, the conclusion section expounds on the
contribution and limitations-of the current study. Future research directions are
also suggested.

Literature Review

The Movement of Open Government Data

In this global movement, the U.S. government first established its open data
portal in 2009 to provide data access to its federal government agencies. Open
government data became an important pillar in supporting the information-centric
strategy of the U.S. digital government (Digital Government, n.d.). The OPEN
Government Data Act (Open, Public, Electronic, and Necessary Government Data
Act) was further enacted, requiring U.S. federal agencies to make datasets open
online by default in a form that is machine-readable and freely reusable (H.R.4174
—115th Congress [2017-2018]: Foundations for Evidence-Based Policymaking
Act of 2018, 2019). Similarly, in 2010 the U.K. government initiated its open
data portal to release datasets of its central and local government agencies. A
government report, the Open Data White Paper, was published in 2012 by the U K.
government to emphasize the potential of publishing governmental open data to
achieve transparency and accountability (UK Minister of State for the Cabinet
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Office, 2012). By the end of 2012, The European Union (EU) also established its
open data portal, allowing the public to access data released from EU agencies and
institutions. An Open Data Charter was signed in 2013 by the Group of Eight (G8)
leaders to promote the principles of open government data, including open data by
default, quality and quantity, usable by all, improving governance, and enhancing
innovation. In 2014, the leaders of the largest G20 industrial economies agreed to
use governmental open data as a tool against corruption. The Open Government
Partnership, dedicated to making government administrations more open,
accountable, and responsive to citizens, also enacted its Open Data Charter by
the end of 2015 to provide open data principles to its member countries. Notably,
the Charter has been adopted by 79 national and local governments from around
the world (Open Data Charter, 2021). According to the 2020 United Nations
E-Government Survey, the number of countries implementing ‘open government
data policies has been growing steadily, and 153 countries have established their
respective open data portals (United Nations Department-of- Economic and Social
Affairs, 2020). Likewise, intergovernmental organizations such as the United
Nations, OECD, and World Bank have initiated “open data sites and projects to
provide the public access to their datasets.

The Recent Research on Open Government Data

Researchers from different disciplines, such as information science,
information management, public administration, computer science, and law, have
explored the complexity of open government data from various perspectives
and knowledge areas (Hossain et al., 2016; Zuiderwijk & Hinnant, 2019).
Government agencies dppear to have a risk-averse culture and act conservatively
in opening their datasets (Peled, 2011). As the World Wide Web Foundation (2018)
indicates in its Open Data Barometer report, the vast majority of governmental
datasets remain closed to the public. The progress of embedding open data
policies is slow, and governments still treat open data as a side project. Another
recent study also indicates that most of the published government resources on
open data sites are informational data rather than granular data, and only a small
number of the datasets advertised as open data are actually open (V. Wang &
Shepherd, 2020).

Therefore, from the perspectives of technology, organization, legislation and
policy, and environment, researchers have studied and discussed related social
and technical enablers and impediments that have an impact on government
agencies in implementing open data policies (Barry & Bannister, 2014; Conradie
& Choenni, 2014; Janssen et al., 2012; Yang et al., 2015). It is indicated that the
reuse of governmental data can be an obscure policy domain, and the interrelation
between open data and other policy areas is complicated (Bates, 2014).
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Meanwhile, government agencies tend to lack clear guidelines for publishing
open data to external parties. Researchers suggest that it is important to create
a system and enact policies to promote the release of open data by reducing the
social, economic, and political impacts that government agencies may encounter
(Gerunov, 2017; Nugroho et al., 2015). For instance, Zuiderwijk and Janssen
(2014) proposed a framework to improve the development of both new and
existing open data policies by taking in perspectives of environment, policy
content, and performance evaluation. Dawes et al. (2016) developed a general
model for planning open data programs using an ecosystem approach to address
various perspectives of open data initiatives, including policy and strategy, data
publication and use, feedback and communication, and stakeholder interactions.

In addition, researchers investigated the emerging open data business
models to understand their characteristics, patterns, and strategies used to create
economic opportunities (Zeleti et al., 2014). Different'types of infomediary
business models driven by governmental datasetsswere identified (Janssen &
Zuiderwijk, 2014). In terms of open data assessment, measurement frameworks
were developed to evaluate the maturity and“progress of open data initiatives in
government administrations (Chu & Tseng, 2016; Solar et al., 2012; Yang & Wu,
2019; Zhu & Freeman, 2019). Further, related indexes were also developed for
the evaluation and categorization of open data portals and their metadata qualities
(Kubler et al., 2018; Thorsby et al., 2017). Similarly, the Open Knowledge
Foundation and World Wide-Web Foundation also built their own benchmarks —
the Global Open Datadndex and the Open Data Barometer—to evaluate the open
data developments.of global government administrations.

The Use of Governmental Open Data

Researchers have indicated that publishing data alone is not enough to
enable the life cycle of open government open (Attard et al., 2015). After
data publication, data users must be able to discover and access data for data
consumption. Likewise, according to Dawes et al.’s (2016) open data ecosystem
model, one of the key stakeholders are users who utilize open data in conducting
analyses and developing applications. In addition to government agencies
acting as data providers, data users play a critical role in the success of open data
initiatives. Therefore, there is a need to better understand the interaction between
government agencies and open data users, considering its sustainability is crucial
to the development of an open data ecosystem (Hivon & Titah, 2017).

A recent study has identified five major motives for open data use, including
exploring creativity, creating business value, enabling local citizen value,
addressing global societal challenges, and advocating the open data agenda
(Lassinantti et al., 2019). It is indicated that individuals’ open data use can be
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influenced by policies, processes, and infrastructure used to provide open data
(Susha et al., 2015). In particular, impediments may exist while users attempt to
access and use datasets (Zuiderwijk et al., 2012). A recent investigation points
out that many open data portals are still in a very early stage of development,
and a great deal of work is needed to help the public understand and use data
(Thorsby et al., 2017). While open data use includes activities to search, identify,
and download datasets, open data portals should also make the related processes
easier to facilitate users in obtaining datasets (Dawes et al., 2016). In particular, a
machine-readable and non-proprietary format is essential to enable easier access
and unrestricted use (Attard et al., 2016).

Researchers have indicated that users’ trust in the quality of open data
weighs on whether the users would engage in using datasets (Purwanto et al.,
2020; Zhu & Freeman, 2019; Zuiderwijk et al., 2016). Open data without proper
quality control may jeopardize dataset reuse and bring negative impacts on civic
participation (Weerakkody et al., 2017). Thus, the importance of metadata of
published datasets is also emphasized; it is expected. to help in the use of open
data by enhancing user experience (Zuiderwijk etal.; 2016).

It is suggested that open data infrastructure should maintain mechanisms
to respond to the questions, problems;.and suggestions raised by open data
users (Purwanto et al., 2020; Zhu & Freeman, 2019; Zuiderwijk et al., 2016).
Communication channels allow open’data users to request datasets and report
errors for government agencies to-improve the quality of the released datasets (Yang
et al., 2015; Zuiderwijk et al.,2016).

Researchers have further argued that outdated laws and policies could
prevent data from being used to create value. For instance, the inexistence or
inconsistency of licensing in the datasets across different jurisdictions could have
an impact on open data use (Attard et al., 2016; Magalhdes & Roseira, 2016). Thus,
detailed information should be provided for users to understand how open data can be
used in compliance with related licenses and regulations (Kaasenbrood et al., 2015).

It is also found that the availability of citizens’ resources matters in open
data use (Purwanto et al., 2020). The lack of fundamental skills and expertise for
processing and analyzing data could act as an impediment to utilizing open data
for generating values (Magalhdes & Roseira, 2016; Safarov et al.,2017). In order
to promote the public adoption of open data, it is suggested that required skills
and expertise be made available to help open data users participate further (Safarov
et al.,2017; Susha et al., 2015).

Conceptualizing the Adoption of Open Data Use
Open government data can be considered an innovative e-government
service that allows the public to adopt and use open data for respective purposes
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without restriction. The public using open data needs to go through the processes
of data discovery, data exploration, and data exploitation (Attard et al., 2015).
When accessing and utilizing open data, users have to adapt to various open data
technologies within an open data infrastructure, including open data portals,
related application programming interfaces, various data formats, linked data
vocabularies, and metadata elements (Zuiderwijk et al., 2015). Accordingly,
as an emerging innovative service in the public sector, open government data
must obtain the public’s participation and collaboration in forming a sound open
data ecosystem; the public’s adoption of using governmental open data can be
conceptualized as a process of innovation acceptance. Specifically, the unified
theory of acceptance and use of technology (UTAUT) is a commonly utilized
framework that helps discuss technology and innovation acceptance. Its four
constructs are performance expectancy, effort expectancy,.social influence, and
facilitating condition (Venkatesh et al., 2003). The four.constructs are suggested
to influence a user’s intention to accept an innovative system or technology.
Performance expectancy refers to the degree to which an individual believes that
using a system or technology will help achieve gains in performance. Effort
expectancy refers to a system or technology’s degree of ease to use. Further,
social influence means the degree to which an individual thinks that important
others suggest them to use a system.or technology. Facilitating condition refers
to the degree to which an individual believes that an organizational and technical
infrastructure or related resources are there to support the use of a system or
technology.

As aforementioned, researchers suggest that while open government data
is a complex phenomenon, investigations should also take into account the
environment and-legal context in which related stakeholders reside (Zuiderwijk
& Hinnant, 2019). In addition, derived from the perspective of behavioral
psychology, self-efficacy refers to an individual’s perception of their ability to
plan and execute certain actions to produce specific performance and reach a
particular goal (Bandura, 1977). In the e-government literature, researchers
have suggested that a user’s self-efficacy matters in the adoption and use of
e-government services (Hung et al., 2013; Rana et al., 2015). They emphasized
that users could consider their capabilities, which is expected to affect whether or
not they adopt and use innovative e-government services.

Furthermore, based on the field of social psychology, the theory of planned
behavior represents a well-established framework that embraces and discusses
various factors that affect an individual’s intention to perform a certain behavior
(Ajzen, 1991). In particular, the theory of planned behavior has also been
extensively adopted by e-governance researchers in discussing users’ intention
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toward the adoption and use of innovative government services (Hung et al., 2013;
Ozkan & Kanat, 2011; Rana et al., 2015, 2016; H.-J. Wang & Lo, 2013). For
instance, Hung et al. (2013) used the theory of planned behavior to identify the
factors determining users’ intention to use governmental mobile services. Rana et
al. (2015, 2016) utilized the theory’s concepts to explore how influential factors
affect citizens’ adoption of e-government systems. H.-J. Wang and Lo (2013) also
used the theory as a theoretical framework to investigate the factors influencing
citizens’ intention to use government websites. According to Ajzen (1991),
the framework suggests that an individual’s behavioral intention is a function
comprising three antecedent constructs: attitude toward the behavior, subjective
norm, and perceived behavioral control. Specifically, attitude toward the behavior
refers to the degree to which the performance of a behavior is either positively
or negatively evaluated. In addition, it can be determined by an individual’s
behavioral beliefs. A behavioral belief refers to the subjective probability that
a given outcome or experience can be generated by performing a behavior. On
the other hand, subjective norm means the perceived social pressure to engage
or not to engage in a behavior. It is pointed out that subjective norms can be
determined by an individual’s normative beliefs: A normative belief is defined
as the reflection of an individual’s perceived expectations from other individuals,
groups, and organizations to engage in‘a-particular behavior. Lastly, perceived
behavioral control refers to an individual’s perception of their capability to engage
in a given behavior. It is suggested to be determined by control beliefs, which are
the perceived presence of factors that may help or hinder an individual’s ability to
perform a behavior.

The Proposed Research

While the number of governmental datasets that have been opened to the
public keeps growing, the number of applications using open data also increases
slowly (Najafabadi & Luna-Reyes, 2017; Zuiderwijk et al., 2016). Researchers
point out that there are difficulties in obtaining people’s interests in using open
data. Although the public seems to like the idea of open government data
policies, they do not actively participate in the process of data use (Hellberg &
Hedstrom, 2015). The lack of users exploiting open data resources indicates
the need to understand what factors influence open data use and what strategies
attract and stimulate users to participate (Attard et al., 2015; Zuiderwijk et al.,
2016). Researchers also suggest that there should be more studies that explore
open data adoption in different contexts, such as areas, sources, and countries, to
understand the various factors that influence open data usage of different types of
data reusers (Magalhdes & Roseira, 2016; Susha et al., 2015). Findings within
different socio-technical contexts can help extend the knowledge of how open
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data policies could be further developed and implemented (Zuiderwijk & Hinnant,
2019). Therefore, this research explores the influential factors of open data use
from users’ perspectives in the context of Taiwan’s open government data. The
aforementioned frameworks are expected to help conceptualize the factors that
explain the phenomenon of interest with empirical data support. In particular,
while one of the major motives of open data use is to create business value, this
study focuses on professional reusers who utilize governmental open data to
develop innovative applications for business services.

Research Design and Method

Since the inception of the Freedom of Government Information Law in
Taiwan, the Taiwan government has gradually institutionalized related practices
for the public to access government information and data. In-particular, the open
government data movement has received significant attention from both public
and private sectors in Taiwan. Taiwan’s central and/local government agencies
have implemented open data policies and established open data infrastructure,
such as open data sites, to open their datasets. In.November 2011, the Taipei City
government established Taiwan’s first open data website (https://data.taipei). On
the other hand, New Taipei City also made;the debut of its open data portal (https://
data.ntpc.gov.tw) in December 2012. While recognizing the critical role and
value of an open government,-at'the ‘end of 2012, the Prime Minister of Taiwan
required the Research, Development, and Evaluation Commission to devise and
enact open data policies at.the central government level. Subsequently, Data.
gov.tw made its debut in" April 2013 and acted as the open data portal for the
central governmentagencies of Taiwan. Under an executive order from the Prime
Minister, each central government agency of Taiwan was required to open at least
fifty datasets by the end of 2013. The number of total datasets available on Data.
gov.tw is currently 57,275 (as of June 12, 2022), which has grown significantly
compared to the number of datasets several years ago (3,187 datasets as of
December 10, 2014). Meanwhile, the other four city governments of the six
major municipalities of Taiwan, including Taoyuan City, Taichung City, Tainan
City, and Kaohsiung City, have enabled their respective open data portals to
provide services. Most of the other local governments have also participated in
the open data policy implementation. Noteworthily, the Taiwan government has
received high rankings in the Global Open Data index for two consecutive years
in 2016 and 2017 —proof of the Taiwan government’s efforts in implementing
open data policies. Further, in forming a sound open data ecosystem, the Taiwan
government has also engaged in promoting open data use through various
activities, such as workshops, hackathons, and open data contests. Hence, given
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its efforts and commitment to implementing open data policies and promoting the
use of open data, the context of Taiwan’s open government data presents one of
the good cases for conducting this exploratory research.

In addition, regarding open data user studies in the context of Taiwan’s open
government data, Lo et al. (2014) first employed a survey approach to explore
data users’ perceptions of related legislations and policies, sharing approaches,
technological standards and data formats, open data scopes, and open data
promotion. Similarly, other researchers utilized the survey approach to investigate
the factors that may influence data users’ satisfaction and intention of open data
adoption—that is, information quality, user interface quality, computer self-
efficacy, and social influence (Chen, 2015; H.-J. Wang, 2020). H.-J. Wang
and Lo (2019) also used a survey approach and indicated the importance
of top management support and competitive pressure for firms’ adoption of
governmental open data. However, there is still limited research focusing on
professional open data reusers in the context of Taiwan’s open government
data using a semi-structured interview approach to-discuss in-depth qualitative
findings. Accordingly, as previously mentioned, this study is expected to fill this
research gap.

The major challenge in this research.is the difficulty in identifying and
connecting open data users. According to-the open data principles, governmental
open data sites can be accessed by anyone from any place at any time without
registration. Therefore, the researchers of the study found it relatively difficult
to identify and approach professional reusers who use governmental open data
to develop for-profit business applications. Consequently, a purposive sampling
approach was applied to'locate relevant candidates for conducting interviews.
Notably, purposivessampling is usually employed for selecting information-rich
cases to conduct in-depth qualitative studies (Wengraf, 2001).

In promoting open data use, the Industrial Development Bureau of the
Ministry of Economic Affairs (the IDB of MOEA) has been the responsible
central government agency for holding an annual event for an open data contest.
Held by the agency for several years, this contest is one of the major government-
held events for promoting open data use, attracting professional reusers who use
open data for conducting various business applications. The major aim of the
contest is to invite and encourage entrepreneurs and private companies to develop
innovative business applications using governmental open data. The award-
winning companies of the contest receive high prizes and consultations from
the government to support their business models and applications. Venture
capital firms are also invited to the event to invest in the companies they are
interested in.
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Therefore, the researchers of this study considered this event a great
opportunity to approach professional reusers for conducting interviews. After
directly contacting the IDB of MOEA, the researchers had the opportunity to
attend the convention of the annual contest held on December 6, 2019. The
award-winning entrepreneurs and private companies were invited during the
convention to present their applications using governmental open data. Thus, the
researchers interacted with those award-winning contest participants to recruit
interviewees for this study. There were a total of fourteen contest participants
who agreed to participate in this study as interviewees.

All recruited interviewees had extensive experience using governmental
open data in developing business applications. In their respective companies,
they held key positions, such as product manager, chief executive officer, chief
technology officer, chief operating officer, technical director, general manager,
and vice president. Particularly, the interviewees were from various business
industries and used a variety of open government data, such as geographic data,
custom data, health, and medical data, weather data, economic data, traffic data,
transportation data, tourism data, and legal case data. With various professional
backgrounds and experience in using governmental open data, the interviewees
provided rich information to the rés¢archers in this exploratory research. In
addition, while the interviewees of this study were recruited from private
companies of different business, industries, it also helped achieve the goal of
multiple sources of evidence to enhance the quality of the obtained qualitative
empirical data.

Subsequently, the interviews were conducted between March and April
2020. This study‘employed a semi-structured interview to collect qualitative
empirical dataj.given its flexibility to follow up on new information and explore
new findings (Bryman, 2004). The interview questions were designed to lead the
interviewees toward helping the researchers identify the answers to the research
questions. The interviews were recorded using digital recorders and field notes
and were transcribed for later data analysis and report writing. The average
duration of interviews was about one hour and thirty minutes.

During data analysis, the researchers adopted qualitative data analytic
techniques to analyze data and identify common patterns. The utilized techniques
were open coding, axial coding, and selective coding (Strauss & Corbin,
1998). The interview data were reviewed and analyzed line by line during the
open coding process. The initial codes were associated with the text segments
extracted from the interview data, representing the concepts derived from the
data. Subsequently, axial coding refined, aligned and classified the initial codes
generated in open coding. Conceptually similar codes were then grouped to



112 Journal of Educational Media & Library Sciences 59 : 2 (2022)

form categories. Lastly, selective coding was employed to select and interpret
the relationships of the categories of concepts from axial coding and confirm
whether the elaborations and interpretations were inherent in and comply with the
observed phenomena of this study. Atlas.ti was utilized in this study to analyze
the qualitative data.

Findings
Based on the empirical data analysis, seven influential factors were identified
in this study: perceived usefulness, perceived effort, external influence, facilitating
condition, legislation and license, self-efficacy, and perceived risk, which are in
line with the concepts in the aforementioned literature for conceptualizing the
adoption of open data use. With qualitative empirical data support, the seven
identified factors are discussed in the following subsections.

Perceived Usefulness

The interviewees indicated that perceived usefulness is important when first
adopting and using governmental open data. They. expected that the obtained
open datasets could benefit their existing business, operations by reducing cost
and increasing efficiency. In particular, open/data is free for all to access, and
the published datasets may include a variety -of fields, such as weather data and
geographic data, which can be extremely costly and difficult for small businesses
or entrepreneurs to collect by themselves. For instance, an interviewee (Chief
Executive Officer, P4_04) explained:

...The most important help is that governmental open data helps us
reduce significant operational costs. It was fairly difficult for us to
obtain geographie.data. For instance, it is impossible for my company to
investigate the ‘geographic distribution of fault lines by itself. We have to
admit that we don’t have the capability and resources to collect such data....
(Chief Executive Officer, P4_04)

Some interviewees further pointed out that, for some datasets, such as
legal cases involving car accidents, ridership of subway stations, and company
registrations, the government is the public authority to collect and generate the
datasets and is usually the only data source that the interviewees claim they have
to rely on.

While one of the major goals of open government data is to unleash the
potential of governmental datasets to spur innovations and economic growth,
some interviewees also pointed out that open data use could act as a core catalyst
that drives innovative business models. They expected that open data could
be integrated with their own datasets to generate applications through dataset
mashups. For instance, an interviewee (Chief Technology Officer, P24_06) stated:
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...Open data usually represents raw datasets, which means there are plenty
of opportunities that you can dig or mine some things from the datasets by
combining other datasets or resources that you might already have at hand.
For instance, we use the open data of xxx government agency to predict the
trend of material supply and demand that can be very valuable information
to our clients.... (Chief Technology Officer, P24_06)

However, many interviewees indicated that government agencies had
not opened their needed datasets. A significant gap remains between what the
government agencies have opened and what the open data users expect to use.
For instance, the interviewees said that some government agencies do not provide
their datasets through open data approach. Instead, those agencies provide
web information systems for the public to check governmental datasets online.
Nevertheless, those systems need human operations to input'search criteria by
hand, and only limited data records can be retrieved at.each query.

In addition, some interviewees pointed out that their perceived usefulness
of open data gradually decreases as they gain more experience using some of the
published datasets. The interviewees also claimed they were not satisfied with
the data quality. It is indicated that the current data quality of some datasets, such
as accuracy, completeness, granularity, and timeliness, could not meet data users’
expectations. For instance, some.datasets might quickly become obsolete and
contain erroneous data, while their update frequencies remain relatively low. The
interviewees said that using-the datasets, they could generate wrong data analysis
results or provide indccurate services to their clients. The interviewees also
pointed out that they need raw rather than processed datasets. Some interviewees
even argued that-they would decide not to use governmental open data and turn to
look for other alternatives by themselves. For instance, some interviewees stated
the following:

...We have been thinking whether we can use xxx agency’s open data to
drive innovation and enhance our business operation. However, it is a pity
that the current datasets opened by the agency are really trivial. Honestly,
the datasets are not useful to fit our need.... (Chief Technology Officer,
P24_06)

...In my opinion, the data update frequency seriously matters. If the datasets
are updated on a daily basis, the data can be very useful to fit our needs.
Nevertheless, if it takes two or three months to update the datasets just once,
well, I don’t see we can benefit from using the datasets.... (Chief Executive
Officer, P3_03)
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...Government agencies have opened many datasets, which cover a variety
of different areas such as transportation, health, weather, and tourism.
However, the depths of most of the datasets are relatively shallow and do
not really fit our needs. What we need may be just a specific area of data;
nevertheless, we care much more about the depth of data such as its details
and comprehensiveness.... (Chief Executive Officer, P2_02)

Perceived Effort

The interviewees suggested perceived effort as another important factor that
must be considered. They mentioned that they have to evaluate whether they can
afford the needed time and resources for using open data. As the interviewees
claimed, the process of data access and data cleaning can be time-consuming,
making it challenging for them to obtain and use the datasets they need.
Governmental open datasets could be scattered in different places rather than on
a single portal, so the interviewees had to spend significant time on searching
government websites to look for datasets. For instance, an interviewee (Chief
Executive Officer, P2_02) explained:

...We attempt to retrieve the datasets from-the unified open data portal,
data.gov.tw. However, some government agencies may just have their
datasets published on other open data-related sites or just on somewhere
of their respective agencies’ websites. Therefore, we have to spend lots of
effort on finding those datasets from different channels, and sometimes we
even need to develop web _crawlers to parse data from agencies’ websites or
their online databases.. .. (Chief Executive Officer, P2_02)

In addition, the interviewees suggested that most of the datasets in the open
data portals are static'data in open formats, such as CSV, JSON, or XML, which
meets the three-star requirement of the open data schema. They also mentioned
encountering the problem of determining when the datasets may be updated.
Further, they pointed out that having no notification mechanism is relatively
inconvenient, requiring them to revisit the sites frequently for possible updates.
This situation also poses a challenge for the interviewees in obtaining up-to-date
datasets. For instance, an interviewee (General Manager, PS_07) stated:

...We retrieve many different datasets from the open data sites. However,
we have no idea when the datasets may be updated. It doesn’t really make
sense for us to designate someone to frequently check the sites to see
whether new datasets are available. In the industry, we are more used to
connecting API for real-time data exchange rather than a traditional file
downloading.... (General Manager, P5_07)
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Furthermore, the interviewees pointed out that government agencies opened
their datasets with inconsistent formats and fields, a tremendous challenge in
developing business applications that require processing and integrating open data
of different central and local government agencies with the same core businesses.
Some interviewees explained:

...According to our experience in processing transportation datasets of
different local government agencies, we notice that some datasets have
more data fields and some have very limited data fields. What is worse is
that two datasets may contain data fields having the same names but with
totally different definitions. Another problem is that the datasets may adopt
different character encodings. Therefore, humans checking to view through
the datasets become inevitable, and this process is very labor intensive. It
is difficult for us to clean and integrate datasets through automatic machine
processing.... (Vice President, P23_05)

...We try to enhance our tourism application by using governmental open
data. However, the tourism datasets actually come from agencies of
different local governments, and the datasets have different formats and
fields. I would say those datasets are really fragmented and fairly difficult
for us to integrate. We are frustrated, and it is unrealistic for us to apply
the datasets to develop application functions that could be available only in
some cities. What if our app users plan to travel across cities?.... (General
Manager, P5_07)

Moreover, some-interviewees pointed out that even an agency may open
a dataset that has inconsistent data representations among the data records. An
interviewee (Product Manager, P7_09) gave an example:

...Even within the same dataset, a data field may have different
representations. For instance, in the address data field, some records may
use traditional Chinese characters to represent floor and address numbers,
and some records may use English characters such as ‘f” or ‘F’ and Arabic
numerals. The address field also contains different symbols, punctuation
marks, and abbreviations, which can be very confusing. There is no
authority control.... (Product Manager, P7_09)

External Influence

External influences can be conceptualized as the driver derived from the
professional reusers’ surrounding environment, emphasizing the importance of
open data policy and encouraging open data usage to establish a sound open data
ecosystem. The interviewees indicated that external influences could foster their
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perception of the importance of open data and draw their intention toward using
open data. In particular, it was determined that external influences could be in the
forms of international open data trends, social groups, government promotions,
and peer organizations. Some interviewees pointed out that they have been
following the international movement of open government data, which initially
raised their interest in considering using governmental open data. An interviewee
(Chief Technology Officer, P24_06) said:

...We have been observing the international trend of open data development.
For instance, we notice that the U.S. has done a very good job in opening
some datasets that are related to our business, which then becomes a driver
that we start observing the related development in Taiwan and attempting
to initiate the following adoption and use.... (Chief Technology Officer,
P24_06)

The interviewees also pointed out that in the past-few years, Taiwan
non-governmental organizations and social groups+have been promoting the
transparency of government information and the.use of open data through
civic activities such as hackathons that attract both IT professionals and non-
IT individuals. This trend forms a positive atmosphere that encourages business
and non-profit organizations to adopt open-data for innovative usage and social
good. While most interviewees arefrom-the software and information technology
industries, they indicated they are influenced by related non-profit organizations
and social groups through shared ideology and expectation to consider using
governmental open data.. Antinterviewee (Director, P8_10) explained:

...We are indeed influenced by social communities. Particularly, as software
engineers, we do-like the ideas of an open system, open source, and open
data that promote the principles of transparency and sharing. When we need
to look for datasets to use, open data then becomes one of the options that
draw our attention, and we would take it into consideration.... (Director,
P8_10)

Similarly, the Taiwan government has designated agencies to promote open
data use through various activities such as workshops, international forums,
and open data contests. While the interviewees are within the information
technology industry, they indicated that they could be influenced by government
policies and would attempt to see whether they could meet the expectations of the
policies. Accordingly, some interviewees admitted that they are influenced by the
government in evaluating the feasibility of using governmental open data in their
business operations. An interviewee (Chief Executive Officer, P9_11) stated:
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...I would say that the promotion and encouragement from the government
raised our initial interests toward open data use. Then, we became interested
in knowing open data further. Nevertheless, it still takes time to see whether
open data can really fit into our business model.... (Chief Executive Officer,
P9_11)

Some interviewees suggested that they can also be influenced by their peer
group. It is indicated that when they know that other individuals or companies
in their industries have been utilizing open data to enhance operation and
productivity or develop innovative applications, they tend to act more seriously in
considering whether they should use open data further.

Facilitating Condition

Furthermore, the interviewees claimed that it would have.a positive influence
if they received resources and facilitation from others,in their surrounding
environment to support their open data use. It is indicated that the obtained
resources and facilitation can help reduce the interviewees’ perceived cost of
using governmental open data. Accordingly,they become motivated to set higher
priorities for using open data in developing business applications. An interviewee
(Vice President, P23_05) described:

...Well, for a company, using governmental open data can be viewed as a
kind of trial and investment,and there is a cost for using open data. Through
the contest, we are fortunate to receive monetary reward and consultation
from the government, which becomes a driver for us to consider using open
data further.... AVice President, P23_05)

Interviewees also explained that they would like to use open data further
in their business applications. However, while one of the core parts of business
applications relies on rich data sources, the interviewees pointed out that they
looked forward to obtaining more facilitation from the government in terms of
interacting with government agencies to access more open data that fit their needs.

Legislation and License

As professional reusers, the interviewees indicated that their major purpose
in using open data is to develop business applications. Therefore, the interviewees
asserted that they needed to carefully review whether related regulations and
licenses were clear and appropriate to guide their open data usage in their
respective business domains. An interviewee (Chief Executive Officer, P3_03)
explained:

...Practically, when we apply any third-party dataset to our business
application, we have to study its license carefully. We need to figure out to
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what extent we can legally use the dataset for business purposes without any
violation of regulations.... (Chief Executive Officer, P3_03)

Furthermore, the interviewees suggested that the Taiwan government has
gradually developed its open data license by following the principles of Creative
Commons 4.0. Noteworthily, the license has been widely adopted by both
central and local government agencies in open data initiatives. However, some
interviewees pointed out that the Taiwan government has not yet enacted specific
open data law. Government agencies are encouraged but not necessarily required
to open their datasets. Without specific open data law, the interviewees claimed
that when they attempted to request more open data from certain government
agencies, they encountered challenges resulting from the complex bureaucratic
system and other existing legislations, such as the Personal Data Protection Act
and the Charges and Fees Act. The existing legislations and regulations became
barriers, hindering their intentions to use open data further. An interviewee
(Product Manager, P7_09) gave an example:

...We have been requesting a dataset regarding'the information of the
nationally registered physicians and the.clinics and hospitals where the
physicians currently practice. However, the responsible government agency
keeps turning down our request and-asserts that this dataset could violate
Personal Data Protection Act: However, clinics and hospitals usually
publicly publish the information;of their affiliated physicians on websites.
Patients also need to know the information when they want to make
appointments. We are really puzzled and still can’t obtain the dataset to
develop our application.... (Product Manager, P7_09)

Self-Efficacy

The interviewees suggested that not everyone has the capability to access
and use open data directly. In addition to the commonly seen open formats such
as CSV, XML, and JSON, open data can consist of other specialized formats
and structures, and domain expertise is usually needed to clean, integrate, and
interpret datasets. Accordingly, the interviewees pointed out that in order to use
governmental open data, they must possess sufficient abilities in terms of data
analysis and software engineering in their respective domains. In particular, as
professional reusers running business services, the interviewees maintained that
they are proficient IT developers and maintain high-level domain knowledge
in their respective fields, implying their confidence in possessing the required
capability to obtain governmental open data for developing business applications.
Some of the interviewees stated the following:
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...Running a data processing company, we would say that domain expertise
and technical skills all have very important influences on our company’s
open data adoption. It can be directly related to our confidence in using
open data..... (Chief Technology Officer, P24_06)

...Well, because of our domain knowledge, we know how to interpret the
datasets and apply them to our software applications. Without sufficient
domain knowledge, we will have difficulty using open datasets. Similarly,
if we don’t have coding ability, we will not be able to analyze the datasets
and don’t know how to use the datasets for value-added purposes.... (Vice
President, P23_05)

Perceived Risk

As professional reusers, the interviewees indicated that it 'could pose a great
risk if they solely rely on open data as the only one of ‘the major data source to
develop business applications. The interviewees.pointed out that their current
open data had quality issues. In particular, the interviewees mentioned that using
the database could provide inaccurate services to their clients that might incur
consumer complaints and damage their companies’ reputations. Similarly, using
the datasets to develop strategic business plans may lead to wrong analyses and
predictions and result in potential.opetrational losses. The interviewees described
the phenomenon:

...There is a very high possibility that inaccurate data records exist in the
open datasets that\we adopt to develop applications. Our company could
suffer loss and,receive complaints from the application users. Our clients
can become less confident in using our applications, and our intention to
use open data further is negatively influenced.... (Chief Executive Officer,
P2_02)

...Government agencies may update their internal databases at any time
to reflect their daily operations. However, some datasets on the open data
portals are not frequently updated, and those datasets can become outdated.
By using the datasets, our system could generate poor services and
inaccurate results to our app users.... (Product Manager, P7_09)

Although one of the common purposes of open data is to promote innovative
applications expected to spur economic growth, some interviewees claimed that
they act hesitantly and have serious concerns about applying open data to develop
their core business applications. They mentioned that they were uncertain whether
their adopted datasets could be continually opened by government agencies. The
interviewees further argued that it is possible that some datasets might stop being
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opened, which could bring fatal impacts on startups and businesses if they solely
rely on using open data to develop their core products. In addition, they pointed
out that the potential risk exists, which they are not willing to take. Some of the
interviewees stated the following:

...I personally have many questions regarding a company using
governmental open data in its core business model even though the data
could be used in a very innovative approach. I think it is extremely risky
to do so. Open data can be applied to develop some added features of an
application but should not become the core part of the application. If the
data is stopped being opened, your business will be severely impacted.....
(Director, P9_11)

...Honestly, I am not sure whether the datasets can be continually opened
and frequently updated. It will be a serious issue if the datasets are no
longer opened. You can use open data as a supplement to your application.
However, you should not use open data to develop, the core part of your
business model. Your business could be in jeopardy if the datasets become
not opened.... (Chief Executive Officer, P3,03)

Discussion

The Identified Factors and Their Influences

With empirical data support, seven factors were identified through the
interviews with professional reusers. Perceived usefulness and perceived effort
were found to have the most important influences when professional reusers
evaluate whether they would adopt and use governmental open data. By using
governmental opendata, professional reusers expect to increase the efficiency and
reduce the cost of developing business services and applications. Particularly,
some open data are derived from the domains that private companies are
not permitted to or are not capable of collecting by themselves. Therefore,
professional reusers tend to have high expectations toward using governmental
open data and expect to use the datasets to drive and develop new business
models or enhance their existing business services. Still, a significant gap remains
between what government agencies have opened and what professional reusers
look for. It was found that professional reusers’ perceived usefulness toward open
data use could gradually decrease. At the same time, they remain unsatisfied
with the quality of the retrieved datasets in terms of accuracy, completeness,
granularity, and timeliness, which are critical data criteria that professional reusers
must obtain to provide applications of high business value.
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Similarly, perceived effort weighs when professional reusers find that they
indeed have to spend considerable time and resources on the processes of data
access, data cleaning, and data integration, which seriously contradicts their
original expectation of increasing efficiency and reducing operational costs
using governmental open data. As identified in this study, different central and
local government agencies of the same core business usually open datasets with
inconsistent data formats, data fields, and metadata information, which poses a
huge challenge for professional reusers in integrating the published datasets of
various government agencies for developing business applications. This issue in
data inconsistency can greatly increase professional reusers’ perceived efforts of
using governmental open data. However, automatic and machine-operated data
processing becomes very difficult to practice.

Furthermore, it was also found that professional reusers are still evaluating
the long-term feasibility of using governmental open‘'data in their business
services. They are also concerned about its potential risks, which can further
hinder the government’s expectation of unleashing,the potential of governmental
datasets to spur business and economic growth. In the short term, professional
reusers are afraid of creating inaccurate ‘and flawed services resulting from data
quality issues, which may negatively.impact their companies’ reputations. In the
long term, professional reusers expect to use governmental open data to develop
applications for long-lasting‘business services rather than just for a one-time
side project. Therefore, professional reusers act hesitantly and are concerned
about applying governmental open data to the core part of their business models
and applications,.as they are uncertain whether their current datasets can be
continually opened'in the foreseeable future.

Due to professional reusers’ surrounding environment, external influences
were also found to come from international open data trends, social groups,
government promotions, and peer organizations to influence professional reusers’
intention toward open data use. Nevertheless, external influences tend to act
as catalysts for professional reusers’ initial interest and intention toward using
governmental open data. The strength of external influences can gradually
decrease as professional reusers begin using the datasets. Then, their perceived
usefulness, perceived effort, and perceived risk would weigh more.

In addition, facilitation from professional reusers’ surrounding environment
can help reduce costs and motivate their open data use. In particular, for
professional reusers running startup companies, monetary reward and consultation
from the government and experience-sharing from other organizations can
encourage them to use governmental open data. Professional reusers expect more
facilitation from government agencies to help them obtain more open datasets that
meet their needs in developing business applications.
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Furthermore, professional reusers also need to verify whether their open data
usage complies with related legislations and licenses because their major purpose
of using open data is to develop commercial applications. However, this study
found that a complex bureaucratic system and existing legislations and regulations
can sometimes become barriers that restrain professional reusers from requesting
more open data from government agencies.

Moreover, professional reusers were found to maintain a high level of self-
efficacy. In particular, they showed confidence in possessing sufficient domain
expertise and technical skills for using governmental open data. This result
may contradict the argument in some open data studies that technical skills
and expertise should be available to facilitate and promote open data use. In
fact, the general public represents end users, who usually do not.directly utilize
governmental open data. End users usually rely on the services.and applications
provided by professional reusers, who are the direct reusers and have the
sufficient capability to use governmental open data. Therefore, for professional
reusers, it is still more important to focus on enhancing their perceived usefulness
and alleviating their perceived effort and perceived risk to promote the use of
governmental open data.

The Implications and an Integrated View of the Factors

Among the identified factors, perceived usefulness, perceived effort, external
influences, and facilitating conditions correspond to the concepts of the UTAUT, a
technology acceptance model. Particularly, according to the qualitative empirical
data, the two most commonlyrdiscussed concepts of the technology acceptance
model —perceived usefulness and perceived effort—were found to have the most
important influences on professional reusers’ intention to use governmental open
data. Therefore, exploring the antecedent factors that may influence perceived
usefulness and perceived effort is worth pursuing. As discussed in the literature
review, professional reusers’ use of governmental open data can be conceptualized
as a process of innovation acceptance by adapting to the open data infrastructure.
Accordingly, the quality aspects, such as data quality and system quality, of the
utilized open data portals and related information systems can be considered the
potential antecedent factors influencing professional reusers’ perceived usefulness
and perceived effort. The quality factors are also expected to affect professional
reusers’ perceived risk of using governmental open data— another factor identified
in this study but not originally discussed in the technology acceptance model.

In addition, according to the empirical data analysis, professional reusers’
perceived usefulness of using open data tends to decrease after using the obtained
datasets. External influences also tend to act as an initial catalyst, and the strength
of the factor gradually decreases after professional reusers use the datasets.
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Therefore, it is assumed that the influences of the identified factors are expected to
vary as the time of professional reusers’ open data usage proceeds and the related
using experience accumulates. Accordingly, a longitudinal study can be another
potential research strategy that can be applied to study the phenomenon further.

Similarly, as discussed in the literature, other types of open data users still
exist, such as social reusers and end users (Abella et al., 2019). It is also possible
that the identified factors can have different influences on the other types of
users. It is assumed that open data users—impelled by different motivations,
such as exploring creativity, creating business value, enabling local citizen value,
addressing global societal challenges, and advocating the open data agenda
as described by Lassinantti et al. (2019)—may assign different weights to the
identified influential factors. For instance, among the different types of open data
users, professional reusers may tend to maintain higher self-efficacy toward their
open data use than other users, such as social reusers and-end users.

From an integrated view, the identified factors.can be further incorporated
with Ajzen’s (1991) theory of planned behavior to represent behavioral
beliefs, normative beliefs, and control beliefs that determine professional
reusers’ attitudes, subjective norms, and _perceived behavioral control toward
governmental open data use (see Figure1). According to the theory of planned
behavior, professional reusers’ attitudes can be determined by different behavioral
beliefs, which represent the subjective probabilities that given outcomes can be
produced by the behaviori_In this study, perceived usefulness, perceived effort,
and perceived risk are conceptualized as the outcomes resulting from professional
reusers’ engagement in using governmental open data. The three factors can
represent either _positive or negative outcomes of performing the behavior.
Accordingly, the three factors can act as professional reusers’ behavioral beliefs in
determining their attitude toward open data use.

In addition, subjective norms are determined by normative beliefs, which
refer to the perceived behavioral expectations from other individuals, groups, or
organizations. In this study, the identified external influences result from social
groups and the government. As the interviewees indicated that they could be
influenced by social groups’ ideology and the government’s open data policies,
they would consider meeting their expectations. Therefore, external influences
from social groups and the government can be related to professional reusers’
perceived behavioral expectations and act as the normative belief that determines
their subjective norms toward open data use.

Furthermore, perceived behavioral control is determined by different control
beliefs, which refer to the factors that may either facilitate or hinder the behavior.
In this study, facilitating conditions, existing legislations and regulations, and self-
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efficacy can either benefit or impede professional reusers’ use of governmental
open data. Therefore, the three factors are assumed to act as professional reusers’
control beliefs determining their perceived behavioral control over open data
adoption. As shown in Figure 1, incorporating the theory of planned behavior, a
synthesized view is presented to see how the identified factors act as behavioral,
normative, and control beliefs that influence professional reusers’ intention toward
using governmental open data. This synthesized view of the identified factors is
expected to provide a foundation for later survey-based quantitative research.

Figure 1. A Synthesized View Integrated with
the Theory of Planned Behavior
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Moreover, the findings suggest that there is still a significant gap between
what government agencies have opened and professional reusers’ expectations.
Apparently, there are blurred areas that must be addressed further. Meanwhile,
ambiguities and conflicts might exist between the concept of an open government,
hindering the publication of more datasets to achieve transparency, participation
and collaboration, and the concept of traditional stewardship in which government
agencies are required to govern their datasets strictly. It is indicated in the
literature that governmental open data is defined as non-privacy-restricted and
non-confidential data, generated using public money and made available for
the public to access without restrictions (Janssen et al., 2012). However, when
different open datasets are merged to provide integrated information, information
could infringe privacy and confidentiality (Yang et al., 2015). Researchers also
suggest that it is critical to find a balance and resolve the potential contradictions
between open government data policies and other public values, such as trust,
transparency, privacy, and security (Meijer et al., 2014). Similarly, as Dawes
(2010) has pointed out, stewardship and usefulness should be two broad and
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complementary information principles. The principle of stewardship protects
government information from damage, loss, or misuse and is concerned with
the assurance of responsibility, validity, and legitimacy. On the other hand, the
principle of usefulness encourages exploration, application, and innovation. It
makes government information more accessible and easier to obtain and be used
by various public and private users. It is suggested that the two principles should
be considered to help balance the many considerations critical for achieving
greater government transparency and realizing the public value of government
information (Dawes, 2010).

The Practical Implications of This Study

According to the empirical findings, government agencies may have
dedicated efforts to open datasets. However, many of the opened datasets do not
meet professional reusers’ needs for developing business-applications, and many
datasets professional reusers expect to use are still notropened by government
agencies. Therefore, there is a need to bridge the gap by enhancing professional
reusers’ perceived usefulness of using governmental open data. The following list
presents the practical implications of this research:

B Government agencies should maintainiappropriate communication channels
for obtaining comments and feedback from professional reusers regarding their
data usage experiences and expectations. For instance, government agencies
of different business domains’ should hold public workshops, meetings, and
forums to provide professional reusers with the opportunities to interact with
the agencies and express their data needs. Through this approach, government
agencies can also benefit from having a clearer direction in terms of what
datasets to.opén)with higher priority.

B According to'the Pareto principle (the 80/20 rule; Koch, 1999), 20% of the
opened datasets may represent those most professional reusers are interested in
using. Therefore, government agencies can investigate what datasets are most
frequently downloaded and utilized by open data users. Then, government
agencies can explore whether those datasets meet data users’ expectations and
whether more related datasets can be opened further.

B There is a need to reduce professional reusers’ perceived effort of using
governmental open data. Government agencies should be continually
encouraged to use the unified open data portal to publish their open data
information, which can help simplify professional reusers’ processes of data
search and data access. In addition, a vertical coordination mechanism can be
established among the central and local government agencies with the same
core businesses. For each business domain, a responsible central government
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agency can coordinate to create a standardized template that other government
agencies may adopt in opening their related datasets. Through standardization,
the barriers to open data use resulting from inconsistent data formats, data
fields, and metadata information can be reduced when professional reusers use
open datasets of different central and local government agencies with the same
core businesses. Similarly, for some central government agencies that could
open similar datasets, a horizontal coordination mechanism may be enabled
to set up a unified window for opening datasets. Consequently, professional
reusers’ uncertainty regarding which datasets they should use can be decreased,
while those similar datasets usually come with inconsistent data content and
have different update frequencies.

B When opening their datasets, many government agencies merely put the links
of their published datasets on open data platforms for users to download.
However, this approach is still inconvenient for professional reusers because a
manual operation is needed to download data files.. This approach also poses
difficulty in obtaining up-to-date data. Thus,it’is preferred that government
agencies consider using open API to open their datasets. In this way,
professional reusers can automate the proeess of connecting their information
systems to open API and assign customized query parameters to retrieve up-
to-date data, which can help proféssional reusers create high business value
applications. It is expected that'the approach of an open API can greatly
increase professional reusers’;perceived usefulness and reduce their perceived
effort in using governmental open data.

B Government agencies should continue improving the quality of their published
datasets, which is-critical to enhancing professional reusers’ perceived
usefulness of open data use. A collaborative data feedback model can also be
established, which allows professional reusers to collaborate with government
agencies to improve open data quality. In some data domains, professional
reusers may be willing to clean, refine and supplement their retrieved open
data to generate more comprehensive datasets with better data quality in terms
of accuracy, completeness, and timeliness. The data feedback model allows
professional reusers to provide enhanced datasets back to government agencies
with some open licenses or subscription fees. Meanwhile, government agencies
can benefit from obtaining better quality datasets and re-releasing the datasets
to the general public. Further, this approach can encourage private sectors,
such as entrepreneurs and startups, to participate in the process of open data
preparation and refinement through the existing infrastructure and foundation of

open government data.
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B Another similar approach suggests that the government should facilitate the
formation of a data market while professional reusers act as the role of data
intermediary in their respective business domains, as some literature has also
suggested (Mercado-Lara & Gil-Garcia, 2014; Schrock & Shaffer, 2017; Van
Schalkwyk et al., 2016). Based on the foundation of open government data,
professional reusers can directly provide their refined datasets to the general
public and other businesses as a free public service or commercial service with
fees. Through this approach, professional reusers acting as data intermediaries
can help improve the quality of governmental open data with added values and
make it easier for others to use open data.

While data intermediaries are capable of providing data services with
enhanced data quality and guaranteed sustainability based on the existing
infrastructure of open government data, this approach-could be an alternative
for direct data reusers who are willing to subscribeto’the service, particularly
for those who tend to have high perceived risks of directly using governmental
open data. Data intermediaries can dedicate their efforts to interacting with the
data reusers to assist their data usage requirements and problems. This strategy
also helps reduce the loading that government agencies might have to deal with.
Particularly, in addition to the current free open data service, it is also worth
exploring whether government.agencies can consider offering service contracts
with reasonable fee charges as an alternative for professional reusers seeking
government agencies to provide dedicated data services such as large volume
and specialized data ‘access.

M This study found that external influences and facilitation conditions matter.
Thus, the government should continue promoting open data use through various
activities, including workshops, forums, hackathons, and contests, which can
spur professional reusers’ initial interest in using governmental open data.
Through the activities, government agencies can also provide more facilitation
to professional reusers such as entrepreneurs and startups to assist their open
data use. Furthermore, as aforementioned, while professional reusers usually
maintain a high level of self-efficacy in their domain knowledge and technical
skills, a well-established mechanism that professional reusers can interact with
the agencies to express their feedback and data needs is the “true facilitation”
that professional reusers look forward to receiving.

B In terms of legislation and policy, a designated open data law should be
enacted. Such a law not only provides clearer guidance and acts as the
foundation for government agencies to implement open data policies but also

helps professional reusers reduce their perceived risk and retain their confidence
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in using governmental open data concerning its long-term sustainability
and that government agencies will commit themselves to continually open
datasets. Enacting open data law can also help professional reusers counter
the institutional barriers resulting from a complex bureaucratic system and
other existing legislations and regulations when attempting to interact with
government agencies to request more open datasets.

M Public and private collaboration is another approach that government agencies
can consider to encourage professional reusers to use open data (Susha et
al., 2017, 2019). Specifically, government agencies can invite professional
reusers to help resolve the pressing challenges using governmental open data.
Government agencies can also collaborate with professional reusers to open
more datasets during the process. In this way, professional reusers can have the
opportunity to develop solutions that meet the needs of government agencies.
If government agencies are satisfied with the developed ‘solutions, this public
and private collaboration can also present an opportunity, allowing professional
reusers to later market the developed solutions ‘as 'business services to other
government agencies or companies in the industry.

B While governmental open data should not-include datasets that may infringe
personal privacy and national security, another approach to bridging the gap
between what government agencies have opened and what professional reusers
expect to obtain is the help from’open data committees, which have been set
up in most central government agencies in Taiwan. The composition of open
data committees can include representatives of government agencies, private
and public sectors,'social groups, academia, and individual citizens. The
committees are expected to help determine whether some governmental datasets
that professional reusers request should be opened. Therefore, the designated
function of open data committees in respective government agencies should be
well exercised in considering the principles of stewardship and usefulness—the
two aforementioned complementary information principles proposed by Dawes
(2010).

Conclusion
A sound open government data ecosystem should include both open data
providers and users. Meanwhile, this research explores and discusses the factors
determining professional reusers’ intention to use governmental open data. With
qualitative empirical data support, the identified factors are perceived usefulness,
perceived effort, external influence, facilitating condition, legislation and
license, self-efficacy, and perceived risk. Particularly, perceived usefulness and
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perceived effort are the two major factors derived from professional reusers’ data
usage experience. Professional reusers also consider the perceived risk of using
governmental open data for developing business applications in terms of long-
term data sustainability. As proficient IT developers in their respective domains,
professional reusers maintain a high level of self-efficacy toward open data use.
However, external influences and facilitation conditions from their surrounding
environment must also be taken into consideration. Similarly, existing legislations
and regulations within the bureaucratic system affect professional reusers when
attempting to interact with government agencies to request more open data. In
addition, the identified factors are integrated with the theory of planned behavior
to present how the factors determine professional reusers’ intention of using
governmental open data through behavioral, normative, and control beliefs.
Furthermore, the discussion and implications of this study, can provide insights
to researchers, practitioners, and policymakers regarding potential research
directions and how open data policies can be further.developed and implemented
to attract open data users. This study conducted.in the context of Taiwan’s open
government data is expected to enrich the current open data—related literature.

However, there are limitations in theicurrent research. This study uses a
qualitative approach, in which potential research biases could occur while some
parts of the interview data may be emphasized more and some could be neglected.
Similarly, this research uses“a purposive sampling approach to recruit relevant
interviewees for conducting.interviews, through which potential sampling bias
might also occur. Accordingly, there should be more research for exploring
the complexity of open data use in different data areas, social contexts, and
countries. In addition, as aforementioned, future research can explore the factors
influencing different types of open data users, such as social reusers and end
users. Furthermore, it would be interesting to investigate whether the factors may
have different levels of impact on different types of open data users. Moreover,
quantitative research can also be employed to evaluate the strengths of the factors
identified in this study.
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Effects of Afterschool Programs in
Public Libraries on Disadvantaged Children:
The Case of the New Taipei City Library"
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Abstract

This study aims to investigate effects of afterschool programs in public libraries
on disadvantaged children in Taiwan, which serves to demonstrate the value
of public libraries for supporting social justice. This study was qualitative in
nature. Interviews and observations were employed for data collection. Study
participants included: 22 children, 13 parents, eight volunteers, and seven
librarians. Findings of this study show that the reasons.for parents allowing
their children to participate in the program were a lack of time to take care
of their children, an inadequate home learning environment, their children
requiring assistance needed for to complete their schoolwork, and the meal
voucher incentives. In addition, the main activities the children participated in
in the public library afterschool programs,were finishing their homework and
independent reading; other activities, such as reading together, receiving help
with their homework, art projects, and games, were arranged by volunteers.
Finally, the effects of these programs. were improvements in relation to reading
habits, reading interests, academic progress, learning vision, interpersonal
relationships, etiquette, and mental health.
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alleviate children safety concerns after school, and support children’s physical and
mental development. Time arrangement after school is associated with children’s
growth. The informal learning process is one of the influential factors in creating
children’s achievement gap, apart from the formal school learning (Hartman,
2011). Nevertheless, insufficient resources among disadvantaged families make
it difficult for some children to receive additional learning opportunities. These
families are consequently more dependent on support from social institutions.

Social justice is a core public library mission (Pateman & Vincent, 2010).
Public libraries provide free and equal access to afterschool programs for children
who need the services to support their learning and development process. For
children in comparatively disadvantaged economic and social areas, or those from
schools and families which lack learning related resources, afterschool programs
are particularly necessary with a view to compensating for. the gap in education
resources (Bevin & Goulding, 1999; Bundy, 2006). Previous studies have also
shown how public libraries’ afterschool programs.could positively influence
children (Bailey,1999; Huffman & Rua, 2008; Train & Elkin, 2000).

New Taipei City Library is the first public library in Taiwan that incorporates
afterschool programs to its regular services(S.-W. Huang, 2014), where services
for disadvantaged primary school children are prioritized. Afterschool programs
are executed by volunteers to provide homework help as well as reading
companionship for children; diverse activities are designed and carried out during
winter and summer vacations. Other than that, meal vouchers are distributed to
disadvantaged children upon fulfilling the required time of participation. This
study takes New Taipei City Library as an example to explore the effects of
afterschool programs’in public libraries on disadvantaged children.

Methodology

This was a qualitative study, where interviews served as a primary data
collection method and observations as a subsidiary one. This study chose seven
branch libraries of New Taipei City Library as the research settings based on
their nature in representation, scale, and time length of offering afterschool
programs. Study participants involved 22 children from disadvantaged families,
13 parents from disadvantaged families, eight volunteers, and seven librarians
who participated in the afterschool program. This study adopted thematic analysis
for analyzing the data gathered, with a focus on reasons why parents let children
participate in the program, what activities children participated in, as well as what
effects the programs had on children involved.

Results and Discussion

The result has shown that the reasons for parents allowing their children
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to participate in the program included: lack of time to accompany children,
inadequate learning environment at home, assistance needed for completion
of schoolwork, and the incentives of meal vouchers. Different from previous
research, this study found that meal vouchers served as a strong incentive for
parents to let children participate in the program.

Main activities in the public library afterschool programs in which children
participated were finishing homework and independent reading; other activities
were arranged by volunteers, such as reading together, homework help, artwork,
and games. The result has shown the effects of such programs on children,
including: cultivation of reading habits, development of reading interests, progress
in academic performance, enhancement of learning vision, boost in interpersonal
relationships, etiquette acquisition, as well as improvement in mental state.

Two of the most significant effects are of the reading and learning
perspectives. The library environment has increased children’s exposure to
books. The regular reading together time has helped children gradually develop
their reading habits, and they had experienced the fun in reading as they were
able to choose books to their preference. This study has found that activities
provided by public libraries were the only activities in which many disadvantaged
children (especially those from families lacking in skills and channels of information
acquisition) participate during winter and;summer vacations. Children broadened
their learning vision as they read and participated in various activities, in which they
gained more new experiences and.learned more diversly in numerous theme activities.

Conclusion

This study explored-the practical operation of afterschool programs in
public libraries and the effects of such programs on children involved, in hope
of filling the research gap in this field. The results derived from this study have
demonstrated how public libraries fulfilled the social justice mission through
executing afterschool programs. These programs have brought about positive
effects in closing the information gap and learning gap of disadvantaged children
in the following aspects: cultivation of reading habits, development of reading
interests, progress in academic performance, enhancement of learning vision,
boost in interpersonal relationships, etiquette acquisition, as well as improvement
in mental state.
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Abstract

The complex APC operation mechanism of open access(QA) journal is
generating discussion in the academic community. To understand the prices
of APC, this study explored whether APC pricing in medicine is related to
Jjournal-related characteristics and journal influence-related indicators. In all,
47 medicine-related fields in JCR-SCIE 2017 were collected, among which 3,420
journals had published OA articles and 2,037._OA journals were analyzed,
which removal of duplicate titles and picking out fixed APC prices. Results
showed that APCs and journal age were'not significantly correlated; journals
established earlier may have chargedlower APCs than those established
later. Overall, the majority of OA journals charged approximately US$3,000.
APCs and publication frequency were positively correlated, APCs increased
with publication frequency. APCs,and the number of articles published were
negatively correlated, perhaps because hybrid OA journals published fewer
articles but charged higher APCs. Regarding journal influence, IF and I1
values were significantly ‘correlated with APCs. With respect to rankings, for
Jjournals ranked in-QL.and Q4, correlations between ranking and APC were
significant. This‘study suggests that future may use questionnaires or conduct
in-depth interviews to gain insight into why authors submitted articles to OA
journals, theirwillingness to submit the articles and how prices they were
willing to pay in APCs.
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SUMMARY

Introduction

OA journals adopt complex operating methods, and some charge high
publication fees, generating discussion in the academic community. Contrary to
the publication methods adopted by toll access journals, OA journals require that
authors or their organizations pay the publication costs. This payment is referred
to as the “article processing charge” (APC), and it imposes a heavy burden on
authors (Nelson & Eggett, 2017; Sotudeh & Ghasempour, 2018). Although the
future operation of the APC mechanism of OA journals is still unknown, studies
have revealed that APCs are the main source of profit for OA journals (Davis &
Walters, 2011; Laakso & Bjork, 2012).

Regarding standards for setting APCs, Solomon.and Bjork (2012b)
commented that APCs vary by field, journal publishing country, number of articles
published, and journal influence, where more influential journals (i.e., those with
higher rankings) have higher APCs. Dorta-Gonzdlez et al. (2017) stated that,
currently, full OA journals generally rank low.in influence, and those that rank
comparatively higher in influence charge higher APCs. Those researchers who
cannot afford them agonize that their results 'will not be published in an influential
OA journal. Concerns have been raised about the unequal distribution of scientific
resources caused by such discrimination (Papin-Ramcharan & Dawe, 2006; Siler
etal., 2018; Solomon & Bjork;2012a).

This study used journal publication characteristics and influence to
investigate whether APC, pricing in medicine is related to OA journal-related
characteristics (i.e., the year the journal was established, the frequency that
the journal publishes papers and the number of articles published) and journal
influence-related indicators. The study questions were as follows:

1.In the field of medicine, what are the relationships between journal-related

characteristics and APCs?

2.1In the field of medicine, what are the relationships between APCs and the

journal’s impact factor (IF), Journal Ranking and immediacy index (II)
values?

Research Methods
This study used bibliometrics to collect medical domain-related full OA
journals in JCR-SCIE 2017 and used the SCI-EXPANDED function of WoS to
filter out hybrid journals that published OA articles but were not listed as OA
journals in the JCR.
In all, 3,825 journals in 47 medicine-related fields in JCR-SCIE 2017 were
counted, among which 3,420 had published OA articles. However, journals
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can be listed under multiple categories and be counted multiple times; after the
removal of duplicates, 2,665 OA journals were identified. Considering that APC
charging method is very diverse and complex, and there will be different pricing
amounts according to different conditions. Therefore, only journals with fixed
APC are for analysis. In total 2,037 journals were calculated.

Concerning APCs, most OA journals have multiple pricing rules because OA
articles have different authorization terms and publication durations. Nonetheless,
to allow for comparisons, a fixed APC price was used when calculating the APC
charged by a journal. Because the data were collected during the first half of 2019,
the APCs were displayed in US$ based on the average exchange rate of this period.

Results

Correlations Between APCs and OA Journal-Related Characteristics

1. Year Journal Was Established
Pearson correlation coefficient analysis was conducted.on 2,036 journals (one

journal without publication year information was removed), and the coefficient
between the year journal was established to 2020 is-.041 (p = .066). For most
categories, the APC was concentrated US$3,000.

2. Publication Frequency
Pearson correlation coefficient analysis,of publication frequency and APC was

239 (p < .001), indicating significant correlation and that APC may be affected by
publication frequency. The median, publication frequency among the categories
was six times a year. TRANSPLANTATION, which had both the highest median
APCs and median publication frequency.

3. Number of OA Articles Published
In the Pearson correlation analysis of the number of OA articles published

and APC was —.150 (p < .001), indicating that the number of OA articles
published was negatively correlated with APC. In other words, the APC increased
as the number of OA articles decreased. This result may have been caused by the
different OA journal types.

Concerning the medians of number of OA articles and APCs for all journal
categories. TROPICAL MEDICINE, had the highest median number of OA
articles (120.5 articles) and the lowest median APC.

Correlations Between Journal Influence-Related Indicators and APCs

1. Correlations Between Journal IF and APCs
Journals without IF data (five journals) were removed, and Pearson

correlation analysis was conducted on 2,032 journals. The coefficient for journal
IF value and APC was .168 (p < .001), which was significant.

Because some journals had extremely high IF values, the journals were
divided into two groups. For the > 10 group (57 journals), the correlation
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coefficient was .025 (p = .854), which was nonsignificant. By contrast, for the <
10 group (1,975 journals), the correlation coefficient was .312 (p < .001), which
was significant. APC increased with IF, however, when the IF value exceeded 10,
no reasonable explanation could be provided for the APC growth.

2. Correlations Between Journal Ranking and APC
All journals (i.e., 2,619, which included journals counted more than once)

the correlation coefficient was —.349 (p < .001), which was significant and
indicated that journal ranking and APC were negatively correlated. In other
words, higher APCs droved by better journal ranking.

Quartile analyses indicated that for journals ranked in Q1 and Q4, the
correlations between journal ranking and APC were significant (achieving a
significance level of p < .01). By contrast, for Q2 and Q3 journals, no significant
correlations were observed. Table 1 presents the correlations between journal
ranking and APC.

Table 1 Correlations Between Journal Ranking and APC

Ranking distribution jou rﬁ;?gﬁ{)ﬁ gh ed Correlation

Overall 2619 —349" (.000)
Q1 (1-25%) 671 1197 (002)
Q2 (26-50%) 725 —038 (.309)
Q3 (51-75%) 719 —-017 (651)
Q4 (76-100%) 504 —.175"" (.000)

Note: Journals included those counted more than once;
" numbers in parentheses are p values.
“correlation level of p < .01 (two-tailed).

3. Correlations Between II and APCs
Pearson correlation analysis for journal II value and APC was 227 (p <

.001), achieving significance. Because some journals had high II extreme values,
to properly identify the correlations between journal II values and APCs charged,
the journals were divided into two groups. For the > 1 group (446 journals), the
correlation coefficient was .142 (p = .003); the < 1 group (1,591 journals), the
correlation coefficient was 402 (p < .001), both have significant.

The II value < 1 group had a stronger II value—APC correlation. By contrast,
when the journal II value was greater than one, the correlation between journal II
value and APC charged (i.e., the rule of APC growth) became less visible.

Discussion and Suggestion
Through the two aspects of journal publication characteristics and influence
to explore the correlation with APC price. The results of the study found that
publication characteristics and APC only showed a low correlation, which further
showed that journal publisher may still regard journal influence as the main factor
when setting APC.
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We suggest that future studies investigate library, publisher, and sponsor unit
personnel’s awareness of, adaptive strategies for, and views on APC mechanisms
to help academic researchers achieve a more in-depth understanding of the
publishing mechanism of APC.
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Topic modeling stability is a measurement of the extent to which models
produced by the same modeling approach for the same corpus and with
the same initial conditions have similar topics. Since the method used for
calculating similarity between topics is considered the basis for measuring
topic modeling stability and topic alignment is a key step_in the measurement,
the present study first calculated the proportion of identical paired topics
among the optimal combinations of paired topics-generated using different
topic similarity calculation methods, and then_observed the distribution
of similarity scores of paired topics for each method. Finally, this study
performed an analysis of the effects of the number of topics on topic modeling
stability. The topic modeling method ‘used in this study is commonly used
LDA topic modeling, and the corpus used to establish topic models including
about 30,000 posts was collected from the PTT Bulletin Board System (BBS)
Book message board. The results indicated that there is a high proportion of
identical paired topics among ‘the, different methods of measuring similarity,
although the similarity scores of paired topics for each method had different
distributions due to the different kinds and amounts of information of word
distribution in each topic they used. The results also revealed that with the
increase of the number )of topics, the stability noticeably decreased.

Keywords: Topic modeling, latent Dirichlet allocation (LDA), Stability
measurement, lopic similarity estimation, Topic alignment

SUMMARY

Introduction
Topic modeling can reveal topic structures contained in a corpus and aid
in the rapid and effective analyses of large amounts of text. Currently, latent
Dirichlet allocation (LDA; Blei et al., 2003) is regarded as the most popular topic
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modeling technique among researchers and is widely used for problems involving

text analyses (Lancichinetti et al., 2015). However, in practice, even with the

same parameters and corpus, the models produced with this technique somewhat
differ from each other, calling into question the reliability of the analysis results

(Maier et al., 2018). This problem casts doubt on the usefulness of LDA topic

modeling (Belford et al., 2018; Chuang et al., 2015).

Topic modeling stability is a measurement of the extent to which models
produced by the same modeling approach for the same corpus and with the same
initial conditions have similar topics. Several methods can be used to measure
topic modeling stability. For instance, in the present study, the framework used
for measuring topic modeling stability (De Waal & Barnard, 2008; Greene et
al., 2014) involved producing multiple topic models through repeated modeling
with the same corpus and number of topics and then performing topic alignment
between any two topic models by using the Hungarian algorithm to determine the
optimal combination of topic pairs. In this combination, the mean similarity of
the topic pairs was the agreement score of the two models, whereas the mean of
the agreement scores was the measurement of the topic modeling stability.

According to this measurement framework; the method used for calculating
similarity between topics is considered the.basis for measuring topic modeling
stability. Belford et al. (2018) and Greene et al. (2014) used Jaccard’s score
(JAC) to calculate topic similarity;-however, their approach considered only a
small portion of information in'the word distribution of each topic. Therefore, in
the present study, the following’'six methods for measuring topic similarity were
used and compared: Jensen—Shannon divergence (JSD), normalized discounted
cumulative gain (NDCG), cosine measure (COS), JAC, rank-biased overlap score
(RBO), and Kendall’s T coefficient (KEN). Topic alignment is a key step in this
measurement framework. If two different methods for measuring topic similarity
yield highly similar optimal combinations of topic pairs, the two methods may
have similar stability measurement outcomes. The distribution of the similarity
score of paired topics can also indicate which methods are more likely to identify
the topics that appear in most models after topic alignment.

This study performed the following analysis tasks:

Task 1: Conduct an analysis of the proportion of identical paired topics among
the optimal combinations of paired topics generated using different topic
similarity calculation methods.

Task 2: Perform an analysis of the distribution of similarity scores of paired topics
for each method.

Overall, the study conducted by Greene et al. (2014) is regarded as one of
the few studies analyzing the effects of the number of topics on topic modeling
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stability. However, the corpus used in that study had few topics, which were

already clearly defined. Therefore, a corpus with a greater number of topics was

used in the present study.

Task 3: Perform an analysis of the effects of the number of topics on topic
modeling stability.

Research Methods

Word segmentation, part-of-speech tagging, and stop word removal were
performed on 32,895 posts collected from the PTT Bulletin Board System (BBS)
Book message board. Posts containing at least five words were selected to form
a corpus for analyzing topic modeling stability. The final corpus included 20,287
posts and 1,579,116 words. The topic modeling inputs consisted of this corpus
and a dictionary. For each different number of topics (K =54.10, 15, ..., 100), a
total of 20 models were created with fixed prior parametersiet and f3.

Next, the six methods of measurement mentioned earlier were used with
any two topic models to calculate the similarity./between each topic pair. The
results of each method were then adjusted to'be between 0 and 1. The greater the
similarity between any two topics was, the greater the score was. The similarity
scores of all pairs of topics between every two models were then entered into the
Hungarian algorithm to align the topics and obtain an optimal combination of
topic pairs. Analysis Tasks 1 and*2 were then performed.

Finally, the agreement score between every two topic models was obtained
by averaging the optimal topic pair similarity scores. Analysis Task 3 was then
performed using the mean agreement score between each pair of topic models as
the stability measurement.

Research Result

Task 1

This task involved assessing whether different methods of measuring
similarity had the same effect when measuring stability based on the proportion
of identical topic pairs in the optimal combinations of topic pairs. The results
obtained indicated a high proportion of identical paired topics among the different
methods of calculating topic similarity. The proportion of identical paired topics
among the six methods reached 76.99%, and the total proportion even increased
to 94.09% in four or more methods. For any two methods, the proportion of
identical topic pairs was 84% or higher, suggesting that any two methods had
similar stability outcomes. However, slight differences were observed between
the methods that involved the use of all word distribution data, such as JSD,
NDCG, COS, and KEN, and the methods that involved only a few keywords, such
as JAC and RBO.



228 Journal of Educational Media & Library Sciences 59 : 2 (2022)

Task 2

If a method for calculating topic similarity can yield a high similarity
score between postalignment paired topics, then this means that this method can
differentiate between similar topics within different models and thereby identify
stable topics in each model. In this study, rather high similarity scores were
observed among most of the paired topics when JSD, NDCG, and COS were
used, which are methods that involve the use of the occurrence probability of all
words in each topic, showing that these methods can easily identify stable topics
in models. JAC and RBO are methods that involve the use of a set of keywords
to represent topics. In this study, these two methods yielded similarity scores
that were scattered across a wide range. In addition, approximately 5% of the
similarity scores were 0, because the corresponding paired topics had completely
different keywords. The KEN method considers every word to have a consistent
order of occurrences among paired topics. However, each-topic contains several
irrelevant and low-probability words, which may cause similar topics to exhibit
dissimilar orders and hence lower the similarity scores.

Task 3

This task entailed measuring the stability of topic models with different
numbers of topics. The results revealed.that with the increase of the number of
topics, the stability noticeably decreased. This may be because with the increase
of the number of topics, the topic ranges in the model became narrower, and the
distribution of words in the topic became more prone to change. This may have
resulted in an increasing number of topics being unable to align with similar
topics in another model, thereby lowering the stability.

Suggestions and Future Research

In this study, topic alignment was performed using the Hungarian algorithm,
and the agreement score between models was calculated on the basis of the
similarity scores between paired topics. Future researchers may refer to Maier
et al. (2018) and use the proportion of possible pairs as an indicator of model
stability to develop a method of measurement that is suited to direct interpretation.

During text analyses with topic modeling, the number of topics is considered
a key parameter that determines the scope, accuracy, and interpretability of
the model. Several studies have employed perplexity or topic coherence as an
indicator of topic model quality to determine the optimal number of topics, and
some have even involved manual reviews (Maier et al., 2018). Therefore, we
suggest integrating stability with other quality indicators to determine the optimal
number of topics.
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Finally and most importantly, the methods used to improve topic modeling
stability should be further developed. Increasing the level of stability can help
increase the possible similarity in topics among all models produced under the
same input conditions and thereby enhance the reliability of the text analysis
results. Among the current studies investigating this topic are those of Chuang et
al. (2015), Lancichinetti et al. (2015), Koltcov et al. (2016), Agrawal et al. (2018),
Maier et al. (2018), and Mantyla et al. (2018).
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